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Abstract

One of the current trends in robotics is to employ large
language models (LLMs) to provide non-predefined com-
mand execution and natural human-robot interaction. It
is useful to have an environment map together with its
language representation, which can be further utilized by
LLMs. Such a comprehensive scene representation en-
ables numerous ways of interaction with the map for au-
tonomously operating robots. In this work, we present
an approach that enhances incremental implicit mapping
through the integration of vision-language features. Specif-
ically, we (i) propose a decoder optimization technique for
implicit language maps which can be used when new ob-
jects appear on the scene, and (ii) address the problem of
inconsistent vision-language predictions between different
viewing positions. Our experiments demonstrate the ef-
fectiveness of LiLMaps and solid improvements in perfor-
mance.

1. Introduction

Classic robotic maps are commonly used for estimat-
ing distances to obstacles and costs of motions in naviga-
tion and localization tasks. However, more comprehensive
tasks, as well as natural human-robot interaction, may re-
quire a deeper understanding of the environment, and thus
imply more advanced map representations. For example,
visual-language navigation is the task where a robot must
interpret a natural language command from a non-expert
user and proceed towards the goal according to the com-
mand. The environment might be unknown in advance, but
the robot still must navigate in the shortest possible time.

Figure 1. Reconstructed implicit language map built with
LiLMaps. Semantic colors are assigned based on the similarity
of reconstructed language features and CLIP [33] encodings of se-
mantic categories from the Matterport3D dataset [5].

From this example, it is clear that a map that allows one
to easily find correlation between the given language com-
mand and a partially or fully mapped environment can be
more useful than a pure obstacle costmap.

In this work, we make a step towards creation of effi-
cient yet compact natural language environment represen-
tations and introduce Learnable implicit Language Maps
(LiLMaps). We chose an implicit representation because of
its ability to compactly represent the data and for the possi-
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bility of further detailed reconstruction.
Recent studies in implicit mapping demonstrate out-

standing results in geometry reconstruction. While in these
studies, geometry decoders can be easily pre-trained or even
trained in the first few iterations, in our work we demon-
strate that LiLMaps performs better compared to the pre-
trained language decoders because some language features
can be poorly represented in them. Moreover, pre-training
the decoder to represent every possible language feature
could make its structure and training process significantly
more complicated, and it can reduce its flexibility for dif-
ferent applications.

Another challenging problem that frequently appears in
incremental language learning is the inconsistency of mea-
surements taken from different viewing positions. Pre-
cise range sensors, such as LiDARs and RGB-D cameras,
are commonly used in implicit mapping, but usually they
do not provide contradictory measurements. However, in
visual-language navigation tasks, information about the en-
vironment is often derived from RGB images. Vision-
language features extracted from RGB images may have
many sources of inconsistency: a painting can be recog-
nized as a wall from a greater distance; a bed object can be
misclassified as a sofa at different angles of view; objects
on image borders and occluded objects might not be visi-
ble enough to provide correct features; inaccurate detection
on the object edge can spoil features of the objects behind
them; etc.

LiLMaps focuses on incremental implicit language map-
ping, i.e., when new observations become available incre-
mentally, one-by-one. This is a typical condition for SLAM,
and LiLMaps can be integrated into existing implicit SLAM
approaches with minimal changes. We achieve this with the
following key techniques that are presented in this work:

• Adaptive Language Decoder Optimization dynami-
cally updates the decoder to new discovered language
features in the environment providing flexible and suf-
ficient coverage of language representations.

• Measurements Update Strategy adjusts incoming
measurements reusing accumulated and implicitly
stored knowledge about the environment to reduce
measurements inconsistency.

Our experiments show that LiLMaps enables incremen-
tal vision-language environment exploration with just a
small overhead.

2. Related Works
Language and Vision-Language Models. Dynamic exe-
cution of natural language commands has been an active
research topic for a long time [2, 13]. Previous works of-
ten propose custom environment representations that are

difficult to reuse in real applications. Recently, large lan-
guage models (LLMs) have received increased attention in
this field. The advantage of LLMs is their ability to be ap-
plied to a wide range of tasks. LLMs can enhance robot
abilities to understand and execute natural language com-
mands [14, 29]. In addition, LLMs have been shown to
be successful in guiding object grasping [9, 23], naviga-
tion [1, 6, 15, 34, 37] and scene understanding [7, 11, 31].
Vision-Language Models (VLMs) [10,20,22,35], which ex-
tract language information about the environment from the
provided images, are frequently used in conjunction with
LLMs. For instance, CLIP [33] is one of the most widely
used models capable of mapping images into a natural lan-
guage space.

Often, VLMs transfer only single or batched images into
a natural language vector space. However, some tasks may
benefit from mapping the entire environment into the lan-
guage space. For example, VLMaps [15] suggests enhanc-
ing 2D maps with language features and then demonstrates
that navigation and detection tasks can be solved directly
on these enhanced maps. Although VLMaps can be used
alongside simultaneous localization and mapping (SLAM),
its performance depends on localization and mapping qual-
ity, and the method is limited to building only 2D language
maps. On the other hand, OpenScene [31] can generate
maps as 3D point clouds with corresponding language fea-
tures. However, the method performs best in batch-like op-
erations, where all RGB images of the environment, their
poses, and 3D point clouds are available in advance, mean-
ing no real-time data is processed. Another approach, Con-
ceptFusion [16], demonstrates that language features can be
fused into 3D maps using traditional SLAM approaches.
SAM3D [41] projects SAM segmentation masks [19] into
3D and creates 3D scene masks.
Implicit Representations. Implicit representations [3,
24, 26, 30, 36] have gained popularity for their compact-
ness and ability to achieve high-resolution reconstructions.
They demonstrate great capabilities in environment map-
ping. iMap [38] uses an RGB-D sensor to perform a real-
time SLAM task. Nice-SLAM [46] extended the possible
sizes of the mapped environment. SHINE-Mapping [43]
demonstrated implicit mapping of outdoor environments.
Recently, works based on Gaussian splatting [17] demon-
strated exceptional results [24,28,44,45]. In addition to ge-
ometry, implicit maps demonstrate a successful reconstruc-
tion of semantic information [42], physical properties [12],
and visual features [25].

Integration of language features into implicit representa-
tion is an actively researched topic. LERF [18] studies the
fusion of language features into Radiance Fields, but is lim-
ited to small scenes. LangSplat [32] uses Gaussian Splat-
ting [17] to achieve higher precision and training speed.
However, LangSplat demonstrates only the reconstruction
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Figure 2. Implicit language mapping. Vision-language features φ are extracted from the RGB image. The corresponding points of the
depth image are projected to the world coordinate system. Each point can be encoded using its coordinates and octree: the coordinates are
used to find the corresponding octree voxels (blue, red, green); learnable features stored in the voxels’ corners are interpolated and summed,
producing the point encoding. F vectors are stored only in the voxels of the coarse octree level (blue). The language decoder reconstructs
the language feature φ̄ in the spatial coordinates of the point based on its encoding and the vector F . Language loss optimizes the learnable
features and F vectors. After optimization, the language map can be reconstructed in arbitrary spatial coordinates. The language detector
is optimized independently of the implicit mapping (Sec. 3.2).

of small table-sized scenes and does not consider incremen-
tal mapping.

Implicit representations are highly dependent on the type
of encoding they use. The encodings employed in the orig-
inal NeRF work [26] were able to generalize the predic-
tions [12, 25], but were constrained by the limited size of
the environments. Subsequent works successfully increased
training and reconstruction speeds [27,36]. Gaussian Splat-
ting [17] is currently one of the most popular encodings
due to its speed, simplicity, and high quality reconstruc-
tion. However, some works may benefit from structured
encodings such as grid-based [40], octree-based feature vol-
umes [39], or combined ones [21].

Compared to the works discussed above, our approach
can build large-scale 3D implicit language maps and can
be seamlessly integrated with implicit SLAM methods.
LiLMaps use a sparse octree-based representation [39] to
store learnable features, but our method is not tied to any
particular representation and can be adapted to others with
minimal effort.

3. Method

We address the task of building an implicit vision-
language representation along with environment mapping.
Sec. 3.1 describes our model architecture used in LiLMaps.
During incremental mapping, the future observed objects
and their encoded representations are unknown in advance,
which makes it challenging to train a language decoder

to represent all language features. To address this issue,
in Sec. 3.2 we propose the adaptive language decoder opti-
mization strategy that can effectively adjust the decoder to
new language features while retaining previously observed
ones. In this work, we employ a visual language encoder
but pixel-wise language features are often inconsistent be-
tween frames. We address this issue in Sec. 3.3.

3.1. LiLMaps Architecture

Fig. 2 shows the architecture of the proposed approach.
Input data for our pipeline are point clouds associated with
CLIP language features (language point clouds), as well as
camera poses estimated by any external SLAM method. We
produce language point clouds by extracting language fea-
tures from an RGB image. Extracted language features are
projected to the point clouds in the world coordinate system
using the corresponding depth image and camera pose. The
extraction of language features can be done using per-pixel
visual language encoders such as LSeg, OpenSeg, Segment-
Anything-CLIP [22], etc. For example, VLMaps [15] uti-
lizes LSeg for this purpose. In this study, the visual lan-
guage encoder is treated as an external module, and improv-
ing its performance is not our focus.

Our goal is to enable implicit vision-language mapping
under the conditions of environment exploration when fu-
ture measurements are not available. We use the octree
structure as positional encoding to build the implicit rep-
resentation. Unless otherwise specified, we consistently
use three different levels of the octree to store the features.
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Each level of the octree is made up of voxels, and each
voxel from a higher level can encompass multiple voxels
from lower, more detailed levels. It should be noted that
we use a sparse octree representation, meaning voxels are
only present where observations have been made. When the
point clouds are projected to the world coordinates, we find
the corresponding voxels in the octree for each point. Each
voxel holds learnable features at its corners. These features
are shared among voxels that have common corners.

The language features have a high dimensionality and
a straightforward solution to encode them in the octree is
to increase the size of the learnable features stored in the
corners. However, storing high-dimensional learnable fea-
tures consumes a significant amount of memory. Instead,
we suggest storing one high-dimensional learnable feature
vector F per voxel of the first (coarse) octree level, while
keeping the corner features low-dimensional.

To train the implicit representation, we apply the cosine
similarity loss between the features decoded from the oc-
tree φ̄ and the vision-language features φ of the input point
cloud:

Lvl = −
1

N

N∑
i=1

CosineSimilarity(φi, φ̄i), (1)

where N is the number of points with vision-language
features in the point cloud.

Note that we encode every new available measurement
into the learnable features using (1), but the weights of the
language decoder are not updated with this loss. The opti-
mization of the decoder is described in Sec. 3.2.

The decoder reconstructs the language feature φ̄ in spa-
tial coordinates using feature vector F and corners features
of the corresponding voxels. Before feeding to the decoder,
the corner features are linearly interpolated into the recon-
struction point and summed across all octree levels. The de-
coder consists of three fully connected layers. The first two
layers expand the dimensions of the corner features and pro-
duce the element-wise scaling vector for F , which is then
multiplied by it and passed to the last fully connected layer,
which outputs the predicted language feature φ̄.

3.2. Adaptive Language Decoder Optimization

Equation (1) uses our MLP-based language decoder to
predict vision-language features φ̄ based on the encodings
stored in the octree. However, the new data can contain fea-
tures that have not been observed before. In this case, the
decoder weights must be updated to be able to reconstruct
new features without forgetting the old ones, but re-training
of the whole previously mapped environment is computa-
tionally expensive.

We propose adaptive language decoder optimization in
Algorithm 1. When a new point cloud with vision-language
features arrives, we perform decoder optimization before
the optimization of octree features described in Sec. 3.1.

Algorithm 1 Adaptive Language Decoder Optimization

1: global names
2: LDec ▷ Language decoder
3: kFeatures← ∅ ▷ Known features
4: Encodings← ∅ ▷ Learnable Parameter
5: FVectors← ∅ ▷ Learnable Parameter
6: τ ▷ Cosine similarity threshold
7: LOSS ▷ Cosine similarity loss
8: end global names
9: procedure OPTIMIZE(inFeatures)

10: uniqueFeatures← UNIQUE(inFeatures, τ)
11: newFeatures← UNKNOWN(uniqueFeatures,

kFeatures, τ)
12: if len(newFeatures) = 0 then
13: return ▷ No optimization if no new features
14: end if
15: encodings← RANDOM(len(newFeatures),m)
16: if len(FVectors) = 0 then
17: fvectors← RANDOM(1, L)
18: else
19: fvectors← MEAN(FVectors, dim = 0,

keepdim = true)
20: end if
21: optimizer← ADAM([encodings, fvectors,LDec])
22: allEncodings← Encodings ∪ encodings
23: allFVectors← FVectors ∪ fvectors
24: allFeatures← kFeatures ∪ newFeatures
25: for i← 0 to Nopt do
26: φ̄← LDec(allEncodings, allFVectors)
27: fvectors1← SHUFFLE(allFVectors)
28: loss← LOSS(allFeatures, φ̄)
29: lossF ← LOSS(fvectors1, allFVectors)
30: optimizer.optimize(loss + lossF )
31: end for
32: kFeatures← allFeatures ▷ Update features
33: Encodings← allEncodings ▷ Update encodings
34: FVectors← allFVectors ▷ Update FVectors
35: end procedure

The proposed optimization operates with a language de-
coder (Line 2) and learnable parameters. The learnable pa-
rameters are the inputs that are directly forwarded to the
decoder. In our work (Fig. 2), the learnable parameters are
F vectors (Line 5) and the interpolated and summed point
encoding (Line 4). Note that Algorithm 1 is not limited
to our network architecture and can be adapted to other im-
plicit representations by simply replacing the corresponding
learnable parameters.

Firstly, we extract only unique language features
(Line 10) from all available ones in the input point cloud
and then filter out already known features (Line 11). In
both cases, cosine similarity and a predefined threshold τ
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Parameter Symbol Value

Similarity threshold τ 0.02
Used octree levels 8,9,10
Fine level resolution 0.05 [m]
Learnable features size m 16
F vectors size L 512
Iterations per decoder optimization Nopt 100
Iterations per mapping loss Eq. (1) 100

Table 1. LiLMaps parameters and their values in the experiments.

are used to estimate similarity.
For the new features (unobserved features without dupli-

cates), we initialize the learnable parameters: the encodings
and F vectors (Lines 15, 17 and 19). Note that the ini-
tialized encodings (Line 15) correspond to the linearly in-
terpolated and summed features of the corners of the octree
(Point Encoding in Fig. 2). We initialize only a single F fea-
ture vector for all new language features (Line 17) because
the F feature vector stored in the coarse octree level may be
used for points with different language features (Sec. 3.1).
We also regularize new F vectors by enforcing them to be
similar to existing ones (Lines 27 and 29). However, this
regularization is optional and can be omitted or changed to
any other regularization required by the corresponding im-
plicit representation.

The proposed adaptive optimization approach optimizes
the decoder for unobserved language features and finds the
learnable parameters for them. Only the decoder and new
learnable parameters are optimized (Line 21). The already
known features and their encodings are not optimized, but
used to prevent forgetting (Lines 22 to 24). After optimiza-
tion, we update the list of known vision-language features
and their learnable parameters (Lines 32 to 34).

The proposed optimization efficiently stores only a small
number of known features for replay (Line 3), as demon-
strated in experiments (Fig. 6). It enables fast decoder op-
timization using vectorization. Moreover, the language de-
coder and the learnable parameters are optimized only if
new language features are observed.

3.3. Measurement Update Strategy

During incremental mapping, new observations added to
the map should not corrupt previous measurements. How-
ever, vision-language features predicted by the visual en-
coder may not be consistent between frames. VLMaps [15]
averaged the language features of the objects received from
different views. We note that the averaging can be done in
a recursive form:

An =
1

N

N∑
i=1

φi =
n− 1

n
An−1+

φn

n
,with A0=0. (2)

Figure 3. Left: Environments reconstructed without measure-
ment update; Middle: Ground Truth; Right: Environments recon-
structed with measurement update.

In this work, we propose to use as target for training in
Eq. (1) a weighted average φ∗

n between observations φn and
the features φ̄n−1 already stored in the map:

φ∗
n =

n− 1

n
φ̄n−1 +

φn

n
, with φ̄0=0. (3)

This averaging is especially useful for noisy measurements
such as vision-language features because they may signif-
icantly vary with distance to the objects or point of view
(Sec. 4.1). Mapping with Eq. (3) forces the map to store all
observations similarly to [15]. However, we observed better
results when not all previous data are stored and decided to
use exponential smoothing instead of averaging:

φ∗
n = αφ̄n−1 + (1−α)φn with φ̄0=0, (4)

where α is set dynamically to higher values if new measure-
ments φn are more different from the previously optimized
map features φ̄n−1 and lower otherwise:

α =
CosineSimilarity(φi, φ̄i)

0.5 + CosineSimilarity(φi, φ̄i)
. (5)

4. Experiments
In the experiments, we validate that our method can be

used for incremental implicit mapping of language features.
We use depth, semantic, and RGB images provided by [15]
through the Habitat simulator using Matterport3D [5]. Mat-
terport3D provides ground truth meshes with each face as-
signed to a class label. To get ground truth point clouds with
the corresponding language features, we sample the meshes
and encode their labels using CLIP [33]. During all exper-
iments, we project depth images into 3D using the current
camera pose to obtain input point clouds. The parameters
we use during the experiments are summarized in Tab. 1.

4.1. Mapping Quality

We evaluate accuracy, recall, precision, and intersec-
tion over union for our implicit language map. Accuracy
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Approach
Sequence 5LpN3gDmAk7 1 YmJkqBEsHnH 1 gTV8FGcVJC9 1 jh4fc5c5qoQ 1 JmbYfDe2QKZ 2

A mR mP mIoU A mR mP mIoU A mR mP mIoU A mR mP mIoU A mR mP mIoU
LiLMaps*GT 97 97 96 93 98 93 92 89 98 98 95 94 98 96 88 85 95 96 92 89
LiLMapsGT 97 97 93 91 96 94 96 90 97 98 93 92 98 98 92 89 95 96 90 87
LiLMaps*SEM 84 77 70 57 84 77 82 65 85 85 84 73 83 78 73 61 78 77 77 63
LiLMapsSEM 88 86 75 66 90 82 87 72 90 90 86 79 90 84 82 71 85 88 82 74
OpenScene [31] 68 45 67 36 63 50 77 41 61 49 60 36 77 52 59 39 56 51 67 41
LiLMaps*LSeg 64 29 46 21 52 44 58 31 65 48 59 32 59 32 44 21 53 41 50 33
LiLMapsLSeg 68 37 57 26 57 56 60 34 70 50 63 33 73 39 58 27 56 42 56 34
VLMapsmean

2D 28 - - 19 28 - - 19 28 - - 19 28 - - 19 28 - - 19

Table 2. Language mapping quality evaluation: accuracy (A), recall (mR), precision (mP) and mean IoU (mIoU) in [%].

Figure 4. Left: Language map produced by OpenScene 3D [31];
Middle: Ground Truth; Right: Language map created by
LiLMaps.

is defined as the number of points with correctly recon-
structed language features divided by the total number of
points. The values are compared with the OpenScene 3D
model [31] trained on Matterport3D [5]. The results of
random sequences are presented in Tab. 2. To validate
the measurement update strategy, we also present results
with deactivated measurement update, marked by an aster-
isk (LiLMaps*).

For LiLMapsGT and LiLMaps*GT, the language features
of a measurement are obtained directly from the closest
points of the ground truth point cloud. This allows us to es-
timate upper-bound performance with close-to-ideal input
data. However, simulation measurements and ground truth
points sampled from uneven meshes do not always match
perfectly. As a result, some input points may have wrong
language features or do not have language features at all.

LiLMapsSEM and LiLMaps*SEM denote experiments in
which language features are extracted from semantic im-
ages. Simulated semantic images have incorrect labels due
to mesh discontinuities and on object edges. This allows us
to test LiLMaps when the input data are closer to the real
ones, e.g. when the data are imprecise and inconsistent be-
tween frames.

Our approach demonstrates the best performance when
used with the GT data. The introduction of the Measure-
ments Update does not change the performance signifi-

Figure 5. Language map incrementally created with our adaptive
optimization. Bottom Left: A region mapped in the beginning.
Bottom Right: The same region after the mapping is completed.
All initially mapped objects remain unchanged.

cantly, as the input features are precise and consistent be-
tween frames in this case.

As expected, LiLMapsSEM and LiLMaps*SEM yield
worse results due to the inconsistency of the input data, but
both still outperform OpenScene [31]. LiLMapsSEM out-
performs LiLMaps*SEM due to the proposed measurement
update technique which addresses potential data inconsis-
tencies. Fig. 3 shows maps learned with activated and deac-
tivated measurement update procedure. Enabling measure-
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Decoders
F1-Score

↑100% – 90% ↓90% – 80% ↓↓80% – 70% ↓↓↓70% – 50% ↓↓↓↓50% – 0%

LiLMapssimple
Adaptive 20 2 1 (picture) 0 0

LiLMapssimple
Pretrained 20 2 0 1 (towel) 0

OpenSceneMT
HEAD 16 4 2 0 1 (objects)

OpenSceneSC
HEAD 16 5 1 0 1 (objects)

OpenSceneNS
HEAD 9 8 1 3 2 (picture, shelving)

Table 3. Number of classes falling into different F1-score ranges for compared decoders. A method is considered to be better if a larger
number of classes are listed in the first column with F1>90%.

ments update results in a cleaner final map, which is crucial
for object detection and navigation.

Fig. 4 compares a LiLMaps reconstruction with the pre-
diction of the OpenScene 3D model. Despite OpenScene
being trained on the same dataset, it struggles with certain
labels and completely misses labels such as ”TV monitor”,
”appliances”, ”stool”, whereas our approach achieves high
accuracy for these labels and does not completely miss ob-
jects.

Tab. 2 compares our approach combined with the LSeg
model (LiLMapsLSeg and LiLMaps*LSeg) and VLMaps
(VLMapsmean

2D ) with metrics reported in [15]. LSeg fre-
quently misses objects (e.g., segments a painting as a wall)
or provides wrong language features (e.g., detects a bed as
a sofa), which significantly influence the final results. Im-
proving the quality of per-pixel language segmentation is
beyond the scope of this research, however. In all cases, our
3D reconstructed language maps yield better results than the
mean results reported in VLMaps [15] for their 2D maps.

4.2. Adaptive Language Decoder Optimization

We demonstrate the impact of our Adaptive Optimiza-
tion Strategy on sequence 5LpN3gDmAk7 1 with GT la-
bels. We compare the performance of the decoder trained
with our Adaptive Optimization with other decoders built
from pre-trained models. We chose OpenScene [31] 3D
model’s head as the pre-trained decoder because it can pre-
dict language features for arbitrary input point clouds. For
fair comparison, we changed our language decoder archi-
tecture (LiLMapssimple) to match the architecture of Open-
Scene’s head. This head does not allow us to use the learn-
able vectors F , however, and therefore the results in Tab. 3
are presented when only the learnable corner features with
m=96 are optimized.

Tab. 3 summarizes number of classes with distinct F1-
score qualities using different optimization types: de-
coder trained with the proposed adaptive optimization
(LiLMapssimple

adaptive); decoder pre-trained with the proposed

Figure 6. Number of language features stored for the adaptive
optimization with varying feature similarity thresholds τ . Blue:
Language features are extracted from ground truth (GT) data; Or-
ange: Language features are extracted by LSeg; Red line: Total
number of different GT classes presented in the scene.

optimization (LiLMapssimple
pretraiend); and pre-trained and fixed

headings of OpenScene [31], trained on different datasets
(Matterport3D [5], nuScenes [4], ScanNet [8]).

To obtain LiLMapssimple
pretraiend we extract all available la-

bels from the scene, convert them to language features us-
ing CLIP and use our adaptive language decoder optimiza-
tion with all features at once. The additional possibility of
pre-training the decoder in advance without any real mea-
surements may be useful for some applications. Our adap-
tive language decoder optimization allows to adjust pre-
trained decoders online if necessary, but for this experiment,
we do not update pre-trained models (LiLMapssimple

pretraiend,
OpenSceneMT

HEAD, OpenSceneSC
HEAD, OpenSceneNS

HEAD) during
the mapping.

The final results of LiLMapssimple
adaptive are similar to those

of LiLMapssimple
pretraiend because every time a new object is

observed, the corresponding language features are in-
cluded in the Adaptive Optimization and the decoder of
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LiLMapssimple
adaptive is updated to represent new features without

forgetting the old ones. Adaptive and pre-trained LiLMaps
models may have minor differences in the results due to
their initial states and optimization processes being differ-
ent. In Fig. 5 we demonstrate that the proposed adaptive
optimization can incrementally extend the decoder to rep-
resent new features without catastrophic forgetting of lan-
guage features observed in the beginning.

The results of Tab. 3 show that the proposed adaptive
optimization LiLMapssimple

Adaptive performs better than pre-
trained and fixed models. Our adaptive optimization fits
the model to a specific scene while pre-trained decoders (in
this case OpenScene’s heads) are trained for general lan-
guage prediction. If a model trained for general prediction
is used, then some language features of the environment
may be poorly represented in it (e.g. picture and shelving
in Tab. 3), while well-represented features may be irrele-
vant for the specific scene. This can be seen in the results
of OpenSceneNS

HEAD. OpenSceneMT
HEAD is trained on Matter-

port3D [5] and has better results. OpenSceneSC
HEAD is trained

on ScanNet [8] which is similar to Matterport3D that ex-
plains the similar results. However, OpenSceneNS

HEAD pre-
trained on NuScenes [4] has significant degradation in the
results because the NuScenes environment is more differ-
ent from Matterport3D. Moreover, our adaptive language
decoder optimization allows one to build a custom decoder
architecture while employing pre-trained models could re-
strict available architecture options.

We analyze different values of the threshold τ used to ex-
tract unique and unknown features from all input features.
Fig. 6 shows the final number of features that were consid-
ered distinguished and were involved in the optimization at
the end of mapping. Lower τ values lead to a larger number
of features, but they are still memory efficient. For com-
parison, the stored features are collected from hundreds of
high-resolution images, but their final number is less than
0.5% of the number of pixels in a single image with res-
olution 640×480. During all tests, adaptive language de-
coder optimization operated at a rate of 4 frames per second
(fps). To achieve real-time performance, adaptive optimiza-
tion can be executed in parallel to mapping.

5. Conclusion
In this work, we presented an implicit language map-

ping approach called LiLMaps. We address the problem
of unseen language features that appear during the map-
ping process and the problem of inconsistencies between
frames. Currently, LiLMaps is the only approach capable of
large-scale incremental implicit language mapping. It can
be used alone and enables a variety of interactions with the
environment, for instance, 3D language-based object detec-
tion (Fig. 7). Additionally, it can be integrated into existing
implicit mapping approaches, introducing only slight over-

Figure 7. 3D language-based object detection performed on our
language map. LiLMaps creates an implicit language map which
is reconstructed and queried for different objects. The highest cor-
respondences between the reconstructed language map and corre-
sponding request (blue) are highlighted in red.

head.

We evaluated LiLMaps on the public dataset commonly
used in related works. Based on the results, we outperform
similar works in terms of language mapping quality. How-
ever, LiLMaps significantly depends on the quality of visual
language features produced by the encoder, which is consid-
ered to be an external module in our study. The importance
of this dependency is reduced by the proposed Measure-
ment Update strategy that handles inconsistency between
frames. We demonstrated that LiLMaps can adapt to the
environment outperforming pre-trained decoders. The pro-
posed Adaptive Optimization demonstrates the ability to
prepare decoders given arbitrary language features without
the need for actual observations.
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