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Abstract— We present a novel seated feet controller for
handling 3 Degree of Freedom (DoF) aimed to control locomo-
tion for telepresence robotics and virtual reality environments.
Tilting the feet on two axes yields in forward, backward and
sideways motion. In addition, a separate rotary joint allows for
rotation around the vertical axis. Attached springs on all joints
self-center the controller. The HTC Vive tracker is used to
translate the trackers’ orientation into locomotion commands.
The proposed self-centering feet controller was used successfully
for the ANA Avatar XPRIZE competition, where a naive oper-
ator traversed the robot through a longer distance, surpassing
obstacles while solving various interaction and manipulation
tasks in between. We publicly provide the models of the mostly
3D-printed feet controller for reproduction.

I. INTRODUCTION

Controller alternatives for virtual reality environments
or telepresence robotics, especially in situations where the
hands are already reserved for other controlling schemes,
are underrepresented. Even so, there are various control-
ling alternatives like human brain interfaces, 3D rudders,
treadmills [1], tongue controllers [2], [3], eye tracking [4],
they all have their individual advantages and disadvantages.
Seated locomotion controllers are relaxing for operators and
allow long-term use. They further can be useful for people
with disabilities. In this paper, we present a novel 3-DoF
locomotion controller that utilizes the operator’s feet for
control and is suitable for seated operation. A rendering of
the proposed locomotion controller and the controllable axes
is shown in Fig. 1. The locomotion controller was designed
for our immersive and mobile teleoperation robot in context
of the ANA Avatar XPRIZE competition1 with the following
requirements:
Intuitive Design: The controller should be designed with
an emphasis on user-friendliness, requiring minimal training
overhead without prior experience.
Hands-Free Operation: In our system, the operator is coupled
with an exoskeleton for arms, a Virtual Reality (VR) glove
and a VR headset, therefore only hands-free operation to
ensure intuitive 3-DoF locomotion is possible.
Endurance: The designed competition track includes solv-
ing multiple tasks, therefore must be capable of long-term
operation without causing user exhaustion.
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Fig. 1: Feet controller with its controllable axes.

Control Accuracy: The controller shall exhibit high control
accuracy, enabling precise and fine-grained locomotion ma-
neuvers.
Calibration: The design should minimize calibration over-
head; therefore HTC Vice trackers were utilized and only a
single state calibration is required.
State Re-initialization: The controller must provide automatic
state re-initialization capabilities, when the user removes its
feet from the controller. This is solved by installing a self-
centering spring mechanism for translational and rotational
axes.
Configurability: The controller shall allow for configurability
of the pressure settings. Users should have the ability to
adjust pressure parameters to suit their preferences and
specific application needs, enhancing the overall versatility
of the device.

By adhering to these design requirements, the locomo-
tion controller will offer an operator-friendly and efficient
solution for various locomotion control applications. The
proposed feet controller was successfully used for our par-
ticipation in the ANA Avatar XPRIZE competition [5]. The
3D models to reproduce the proposed controller are made
publicly available on Printables2 and GitHub3.

II. RELATED WORK

An extensive summary of various hands-free locomo-
tion controllers for avatar robots has been assembled by
Wittendorp [6]. Various concepts focusing on body-leaning
and feet-controllers have been drafted. Four concepts have

2https://www.printables.com/model/961854
3https://github.com/AIS-Bonn/hands-free_
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Fig. 2: Self-centering 3D rudder design with individually
tunable springs for intuitive locomotion control.

then been realized and evaluated in a VR environment with
a focus on learnability. They conclude that body-leaning
controllers are more intuitive for operators. We argue that
intuitive feet-based locomotion control still can be achieved
by employing a controller that is self-centering and employs
configurable tension. Further, the operator should not be
confronted with the calibration overhead, and the calibra-
tion should be minimal. Saraiji et al. [7] presented a feet
controller for controlling attached robotic arms to a human.
Their controller is based on a sock with a flexion band and a
HTC Vive tracker for position estimates. For VR locomotion,
the point and teleport technique has been well established
[8]. While being applicable in VR in telepresence, such a
technique would bring overhead like the robots, requiring
additional sensors to map the environment and autonomous
navigation capabilities.

Otaran and Farkhatdinov [9] present an ankle-actuated
seated VR locomotion interface. Sensorized active joints
allow linear locomotion generation by tapping the feet on
a platform of the device to estimate the footsteps. As the
device is limited to 1-DoF walking such that the steering
is achieved by an additional VR headset. Similar to our
proposed locomotion controller, their locomotion interface is
operated in a relaxing seated position. Interesting to note is
that the locomotion interface can display haptics in the form
of varying ground textures using the motorized joint. The
steps are estimated by a simple threshing algorithm around
the platform rotation. Carmichael et al. [10] presented Spring
Stepper, a seated locomotion device that registers naturally
walking steps to map those to VR movement. Darken et
al. [11] presented an omnidirectional treadmill which allows
the user to walk and jog in any direction of movement.
The overall treadmill is a combination of two perpendicular
treadmills on two layers. Von Willich et al. [12] presented
a foot-based locomotion controller based on 3D position of
the user’s feet and the pressure applied to the sole as input
modalities.

In the ANA Avatar XPRIZE competition, various loco-
motion controllers have been employed. Among them were
game pads[13], space mouses [14], handheld VR controllers
[15], omnidirectional VR treadmills [16], [17], feet pedals
[18], [19] and 3D rudders [20].

III. 3-DOF LOCOMOTION CONTROLLER

The proposed feet controller draws inspiration from the
3DRudder, yet additionally simplifies the use of telepresence
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Fig. 3: Controller configurations and their resulting locomo-
tion commands (simplified without springs).

Fig. 4: Locomotion controller in operation.

control by being self-centering and facilitating simplified
calibration. A detailed annotation of the proposed controller
is given in Fig. 2 with additional views of the locomotion
controller being depicted in Fig. 5.

Fig. 4 shows the controller in operation of our immersive
telepresence system [5], [21].

The controller consists of a ball joint that allows the
controller to tilt left, right, forward and backward. A sep-
arate rotary joint, utilizing a 50×70×14 mm thrust bearing,
provides flexible control over the rotary resistance. Roll and
pitch components were mapped to the linear velocities, and
the yaw component was mapped to the angular velocity.
Linear and rotational velocities are individually scaled. See
Fig. 3 for visualization of the locomotion and their respective
rudder state. The initial state is assumed to be the origin,
which is further simplified by the self-centering property.
The self-centering mechanism ensures that no movement is
recorded if the feet are not positioned on the rudder surface.
The self-centering mechanism is implemented through the
installation of 10 tension springs, comprising three on the left
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Fig. 5: Rendered views from for the proposed locomotion controller.

and right, two on the front and back, each with a diameter
of 6.3mm and a length of 22.5mm. The difference in the
number of springs was chosen to reflect intuitive muscular
forces for back- and forward movement, as well as sideways
movement. The rotary axis employs four tension springs
with diameters of 5.5mm and a length of 20.2mm each.
Resistance on all axes can be configured by the number of
installed springs and their characteristics. The rotary axis
is limited mechanically to prevent the rotary springs from
overextending. The ball joint also limits mechanically the
pitch and roll range.

To prevent unintended motion, an inactive zone on all
axes is defined before translating the pose information to
locomotion commands. The controller is supposed to be fixed
on a static planar surface and therefore results in 3-DoF
control.

The feet surface was realized using a rounded wooden
furniture roller. To facilitate the blind repositioning of the
feet, a central separator has been installed. To enhance
visibility in the base stations, the HTC Vive 3.0 tracker is
positioned in front above the controller surface.

The rudder was developed through multiple iterations and
experiments. Initially, the design was based on an Inertial
Measurement Unit (IMU), but was found to only be suitable
for moving sideways, forward, and backwards as the rota-
tional component tended to drift too much. Furthermore, we
developed an iteration, where the ball-joint was replaced by
a force-torque sensor. We observed that this design iteration
was unintuitive for the user due to its excessive rigidity.
Additional experiments on the force-torque-based version,
such as the incorporation of dampers to address the rigidity
issue, resulted in imprecise control commands.

IV. EXPERIMENTS

The proposed locomotion controller has been evaluated in
the context of the ANA Avatar XPRIZE competition [22].
The described experiments are two-fold. First, we analyze
the two locomotion-centric tasks (out of a total of ten tasks):
Task 5 involving traversing a distance of approximately
40m and Task 8 where the operator had to traverse the
robot through a field of obstacles. We extracted the tasks
timings using the official live-stream footage for all teams
on both competition days. Fig. 6 shows the timings for all
trials, successfully solving both tasks of the ANA Avatar
XPRIZE competition. During both competition days, our
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Fig. 6: ANA Avatar XPRIZE finals task completion time
for Task 5 (approx. 40 m of locomotion) and Task 8
(navigate around obstacles), including all trials in which both
tasks were solved.

system demonstrated the fastest locomotion timing among
all participating teams. It is noteworthy that our system
performed faster on both tasks of the Day 2 run together
than all other systems on the first task, highlighting the
performance of the controller and the system. Naturally, these
timings reflect a combination of system components, such
as the mobile platform and the locomotion controller. There-
fore, they can be only interpreted as whole system design
decisions (see [5] for a complete system description and
evaluation). As depicted in the figure, the system proved to
be suitable for intuitively traversing obstacles. We increased
the platform acceleration and maximum speed parameters
between Day 1 and Day 2, demonstrating that the locomotion
controller remains intuitive throughout different operation
speeds.

Fig. 7 depicts the linear velocities in x- and y directions,
as well as the rotational speed on the yaw axis commands
sent to the avatar robot during the Day 2 run. Task 4, 6,
7, and 9 required manly manipulation capabilities, which
asked the operator to position the avatar robot precisely.
Fig. 7 shows that only minor corrections were made after
reaching the manipulation tasks (small forward movement
at the beginning of Task 6 and 9, etc.). Especially, only
corrections in one direction (e.g. only forward, or only right)
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Fig. 7: Linear and angular velocities of NimbRo Day 2 run
for Tasks 4 through 9.

were made, which proofs the controller to be easy and
intuitive to use since the operator never overshoot the target.
The majority of locomotion commands were intended, and
the design was able to allow intuitive locomotion of the
system.

V. CONCLUSION

In this paper, we have presented a novel locomotion
controller for self-centering hands-free operation within the
context of an immersive avatar robot. The controller has
demonstrated its proficiency in the ANA Avatar XPRIZE
competition, wherein the NimbRo team emerged victorious.
The controller showed to be intuitive throughout our exper-
iments and allowed for locomotion control in various tasks
like traversing the robot with and without obstacles, and
aligning in case of manipulation and interaction tasks. The
system description and 3D models enable telepresence and
VR researchers to replicate the controller. Future research
directions could include integrating vibrational or haptic
feedback into the locomotion controller.
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