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Person Segmentation and Action Classification for Multi-Channel
Hemisphere Field of View LiDAR Sensors

Svetlana Seliunina®, Artem Otelepko*, Raphael Memmesheimer, and Sven Behnke

Abstract—Robots need to perceive persons in their sur-
roundings for safety and to interact with them. In this paper,
we present a person segmentation and action classification
approach that operates on 3D scans of hemisphere field of
view LiDAR sensors. We recorded a data set with an Ouster
OSDome-64 sensor consisting of scenes where persons perform
three different actions and annotated it. We propose a method
based on a MaskDINO model to detect and segment persons and
to recognize their actions from combined spherical projected
multi-channel representations of the LiDAR data with an
additional positional encoding. Our approach demonstrates
good performance for the person segmentation task and further
performs well for the estimation of the person action states
walking, waving, and sitting. An ablation study provides in-
sights about the individual channel contributions for the person
segmentation task. The trained models, code and dataset are
made publicly available.

I. INTRODUCTION

Perceiving persons in the environment is a crucial task
for many applications, such as autonomous driving, service
robots, and smart buildings. Light Detection and Ranging
(LiDAR) sensors are promising for the detection and seg-
mentation of persons in the surrounding for various reasons:
1) LIDAR measurements are more reliable than camera-based
depth estimates. Hence, they allow for robust detection and
precise localization. ii) As LiDAR sensors are actively trans-
mitting laser beams and interpreting their reflections, they
remain largely unaffected by changes in lighting conditions
and function in complete darkness. iii) LIDAR sensors don’t
capture direct personal information like facial details, which
can improve acceptance by the general public.

Person detection and segmentation are well studied for
various sensor data modalities like RGB images [1]-[3],
RGB-D images [4], [5]], Infrared (IR) images [6]—[8]l, thermal
images [[7], [9], and 2D-LiDAR sensors [11]]|-[13]]. With
the creation of larger datasets for semantic segmentation of
3D-LiDAR sensors methods for the semantic segmen-
tation of relevant classes such as cars and persons became
of increasing interest [I5]-[17]. A point-level segmentation
allows for precise person localization and further serves as
input for tracking and human pose estimation [I9].
Especially in the context of assistive service robots, the
understanding of the activities of the surrounding persons
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Fig. 1.  We segment persons and classify their actions from spherical
projected 2D representations of multi-channel hemisphere FoV LiDAR.

is of interest. While current LiDAR-based approaches focus
solely on the detection and segmentation, we aim to extend
the understanding to an activity level.

Recent research further has demonstrated that models
trained in a supervised fashion could potentially leak private
information from training data [20], [21]]. We argue that when
developing approaches based on sensors that do not measure
high-resolution images in the first place, it is impossible to
leak such private information.

Hemisphere LiDAR sensors like the Ouster OSDome
cover 180° FoV with 64 or 128 laser beams with range,
signal, reflectivity and Near Infrared (NIR) channels. As
shown in Fig. [I] its measurements can be represented in
sensor coordinates as 2D matrix with rotation angle and beam
number as coordinate axes. The measurement directions are
not evenly distributed across the hemispheric FoV, but are
closer together near the axis of rotation and further apart
at the periphery, which may pose a challenge for person
detection.

In this paper, we explore if recent 2D image detection
and segmentation models are capable of dealing with these
unevenly distributed beams for person segmentation and
action classification tasks.

The contributions of the paper are as follows:

e We provide an annotated dataset for person segmen-
tation and action classification acquired from a hemi-
sphere field of view LiDAR sensor.

o We present a person segmentation approach operating
on the combined channel representations of the LiDAR
data and further extend this approach to estimate action
states of a person, such as walking, waving, and sitting.

« The model, code and dataset are made publicly available
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to the community on Githul{l

II. RELATED WORK

Detecting persons from sensor data streams is a well-
established research topic. In the following, we review the
state of the art in person detection from various sensor data
modalities and put special emphasis on privacy-preserving
person detection methods. Person detection and segmenta-
tion methods have a strong focus on image-based methods.
Historically, persons were detected with Haar feature cascade
detectors [22] and histogram of gradient [23|] methods. With
increasing classification performance of 2D-Convolutional
Neural Network (CNN) they have soon been extended to
detection [[1]], [2] and segmentation models [14]], [24].

Sensors for privacy-preserving person detection range
from LiDAR to thermal cameras to specially developed sen-
sors. The advances from image-based person detection have
always been adapted to other sensors like 2D-LiDAR [[11]]
and 3D-LiDAR [25]. Giinter et al. [26] present a privacy-
preserving person detection approach for solid state LiDAR
sensors. Dubail et al. [6] proposed privacy-preserving per-
son detection using ultra-low resolution IR cameras. The
Chalearn Looking At People Challenge [/] focuses on depth
gathered from an RGB-D camera and thermal images for
the benchmarking of identity preserving approaches. The
annotations are on a bounding box level, whereas we provide
annotations on a pixel level. In the related challenge, the best
performing approaches utilized the thermal images with a
combination of Faster R-CNN [1]] + Faster R-DCN (ResNet-
50) [27] and a soft Non-maximum Suppression (NMS).

In many instances, especially for Human Robot Interaction
(HRI), one might be interested not only in the persons’
location but also in their gestures or activities. Droeschel et
al. [28]] track persons of interest with a 2D LiDAR and utilize
a Time of Flight (ToF) camera to extract pointing gestures
from a mobile manipulating platform. Their approach, due
to the usage of ToF is not usable to preserve privacy, as the
sensor leaks facial attributes. For gesture recognition, they
segment the body into multiple parts and then estimate the
face centroid, elbow position and hand position. Vectors be-
tween the body keypoints are utilized to estimate a showing
and pointing gesture.

For recognizing activities directly from videos, spatio-
temporal models have been proposed. SlowFast [29] pro-
poses a two stream approach, one stream (high frame rate)
focuses on extracting temporal features and the second
stream (low frame rate) focuses on the extraction of detailed
spatial semantics. Multi-modal approaches that generalize
well across different sensor modalities have been proposed
for the action recognition task in a supervised setting [30]]
and for one-shot inference following a semi-supervised set-
ting [31]. In contrast to the above-mentioned approaches,
which focus on sequence classification, our proposed ap-
proach can also localize the activities.

lhttps://github.com/AIS*Bonn/lidar_person_action_
detection
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3D LiDAR semantic segmentation datasets such as Se-
manticKITTI [14] often focuses on automotive scenes. In
contrast, our focus is on indoor person segmentation and
additional action classification.

III. DATASET

The dataset is collected with an Ouster OSDome-64
LiDAR attached on a TIAGo++ omnidirectional mobile
robot. The LiDAR sensor is attached in the front and tilted
slightly downwards to capture the environment in front of
the robot, as depicted in Fig. ]

The Ouster OSDome-64 LiDAR provides four channels,
shown in Fig. [} 1) the distance of the measured surface in
mm, 2) the signal intensity (number of photons in the signal
return measurement) 3) reflectivity (scaled intensity based on
measured range and sensor sensitivity at that range) 4) NIR
(photons related to natural environmental illumination).

The dataset contains 442 scans of persons in different
action states, such as walking, waving, and sitting. The
dataset samples are randomly divided once into training,
validation and test datasets with proportions of 70/15/15.
The dataset consists of scenes of different complexity. In
some of them, only one or two persons are present, and
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Fig. 5.

Action recognition examples with ground truth mask (blue).

they are clearly visible. In others, more people are present
in the background. Persons of different body types and
sizes with different clothes are present in the data. The
background itself changes from scene to scene, and people
are often partially occluded by various objects. It is also
worth mentioning that the data is collected with both the
stationary and the moving robot.

During the walking action, people walked in different
directions but were instructed not to raise their hands. While
waving, the subjects could stand or walk, but one or both
hands were always raised above waist height and moving.
Finally, for the sitting action, people could sit in different
positions, be occluded by a table and move the chair. In
each action sequence, sensor data was collected ten times.

To support the labeling, we used a semi-automatic labeling
approach based on SegmentAnything [32] and manually
corrected the masks. Examples for person segmentation and
action classification are shown in Figs. @ and [5] respectively.

IV. METHOD

We adapted a MaskDINO model [33] to jointly train a
person detection and segmentation model on our proposed
multi-channel representation.

A. Representation

Each measurement channel has advantages and disad-
vantages in terms of perceptual separation of individuals,
depending on the situation. None of the channels consis-
tently provides universal perceptual separation for individ-
uals, though. Hence, we incorporated all LiDAR channels
in the person perception, thereby improving the separation
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Fig. 6. Point cloud with ground truth and segmentation masks.

of individuals, as the quality of the masks was significantly
influenced by this.

After conducting several experiments with various com-
binations of channels, we decided to utilize reversed range
data as the opacity channel for visualization. This technique
enabled us to render objects that are located far from the
sensor transparent in tools that support four channel images,
and to achieve subjectively good perceptual separation of
the individuals in the image in tools that do not correctly
support four channel images. This was advantageous mainly
for simplifying the process of manual pixel-level annotation.

The resulting image representation consists of NIR, re-
flectivity, signal and the reversed range in separate channels
resulting in a four channel image of size 512x64.

From the range image and LiDAR metadata, we recon-
structed the Euclidean coordinates of each corresponding
pixel. The sample image together with the ground truth and
inferred masks are presented in Fig. [6] Errors in the ground
truth mask are the consequences of using the semiautomatic
approach for labeling on the four-channel image.

Positional encoding of the XYZ point coordinates were
added as additional input channels, resulting in a seven-
channel input image. The positional encoding is computed
using Ouster Sensor SDK as follows:

x = (r —|n|) cos(Oecne + Bazi) cos(@) + x, cos(Oene),
y = (r— |n|)sin(@cnc + 04z:) sin(@) + z,, cos(Oene),
z = (r = [n[)sin(¢) + z,
with ’
In| = Va2 + 22, Ocpe =27 (1 - i) ,
w

o Bi
—9
360" ¢~ 3607

eazi =27
where r is the range value of the measurement ID i.
Parameters x,,, 2z, describe the distance from the center of
the LiDAR origin coordinate frame to its front optics. w
denotes the scan width. «;, 8; denote the azimuth angle and
altitude angle of beam 1, respectively.



TABLE I
TRAINING RESULTS FOR PERSON DETECTION

Pos. Precision ‘ F1-score | Precision ‘ F1-score
enc.” Frozen Backbone Backbone also trained
X 0.98 0.93 0.98 0.97
v 0.98 0.95 0.98 0.97
*positional encoding
B. Model

We adapted MaskDINO with a SwinL trans-
former [34] backbone. The model operates on four-channel
input images, or seven channels if the positional encoding
is used, by employing a convolutional encoding layer before
the backbone in both the trainer and the predictor. The full
representations are then fed to the model during training
and inference. The same model is applicable for person
segmentation and action detection. The hyperparameters in
our approach were based on the MaskDINO configuration
with additional changes to incorporate the images with
required number of channels and resizing to 512x64 pixels.
Horizontal random flip was used as data augmentation. The
models were trained on a Nvidia RTX 3090 GPU, which
resulted in approximately 35 minutes training time for 5,000
iterations.

V. EVALUATION

We evaluate our approach for person segmentation and
action classification on the proposed dataset. We further give
an ablation study on the channel contributions and the effect
of the positional encoding for the person segmentation task.
Finally, we analyze the applicability on an actual robot setup
for online person segmentation and action classification.

A. Person Segmentation

The first set of experiments performs person segmentation
with all four channels from the constructed dataset. Our train-
ing procedure initializes MaskDINO with SwinL transformer
backbone with weights pretrained on COCO 2017.

The models were trained several times for 5,000 iterations
with a step at 4,000 iterations, which multiplied the learning
rate by 0.1. We trained the models with base learning
rates 1 x 1073, 1 x 107%, and 1 x 10~° and found that
models trained with a 1 x 10~* learning rate provided the
most promising and consistent results. After determining the
base learning rate, we conducted several experiments with a
frozen and unfrozen backbone.

Using a frozen backbone provides good results, but the
F1-score varies between 0.6 and 0.9. To further improve the
results, we decided to unfreeze the backbone. A backbone
multiplier of 1 x 10~° provided the best results with an F1-
score higher than 0.9.

The implementation of positional encoding allowed us to
improve the performance of the trained models, resulting in
higher precision and F1-score.

The best attempts to train the model for person segmen-
tation with and without positional encoding are listed in

Fig. 7. Person detection examples with inferred mask (blue).

~ walking (0.83)

Fig. 8. Action detection examples inferred mask (blue).

TABLE 11
ACTION DETECTION INITIALIZED WITH PERSON DETECTION WEIGHTS.

Class Pos; Precision | Fl-score | Precision | Fl-score

enc. Frozen Backbone Non Frozen Backbone
sitting X 0.97 0.95 1.00 0.97
walking X 0.88 0.87 0.85 0.85
waving X 0.83 0.89 0.86 0.91
w. avg** 0.91 091 0.92 0.92
sitting v 0.95 0.95 0.95 0.96
walking v 0.89 091 0.93 0.95
waving v 0.92 0.92 0.86 091
w. avg** 0.93 0.93 0.92 0.94

*positional encoding, ** weighted average

Table [ These results correspond to the final iteration of
training for 5,000 iterations with the base learning rate of
1 x 1074

The models trained with the base learning rate equal to
1x10~* and unfrozen backbone with the backbone multiplier
equal to 1 x 10~° provided good results and were used in the
following experiments. Fig. [7] depicts person segmentation
on the sample images from Fig. ] using the model without
positional encoding.

B. Action Classification

For domestic service robot applications, the action classi-
fication of the surrounding persons might be of interest. We
initialized the weights from our person segmentation models
and fine-tuned them to the action classification task.

Similarly to the person segmentation experiment, the mod-
els were trained several times for 5,000 iterations with a step



TABLE III
ACTION DETECTION MODELS INITIALIZED WITH MASKDINO WEIGHTS

Class Pos; Precision | Fl-score | Precision | Fl-score

enc. Frozen Backbone Non Frozen Backbone
sitting X 0.97 0.94 1.00 0.82
walking X 0.96 0.94 1.00 0.77
waving X 0.89 0.91 0.73 0.73
w. avg** 0.95 0.93 0.92 0.78
sitting v 0.93 0.95 1.00 0.97
walking v 1.00 0.94 0.88 0.82
waving v 0.83 0.87 0.93 0.95
w. avg** 0.92 0.93 0.94 0.92

*positional encoding, ** weighted average

at 4,000 iterations, which multiplied the learning rate by 0.1.
The base learning rate in the experiments was chosen to be
1x10~* and 1x 1075, The model with learning rate 1x 107>
performed slightly worse with an F1-score lower than 0.9, so
we set the learning rate to 1 x 10~%. After determining the
base learning rate, we conducted several experiments with a
frozen and unfrozen backbone. The backbone learning rate
multiplier for the unfrozen model was set to 1 x 1075,

The best attempts to train the model for action classifi-
cation are listed in the Table These results correspond
to the final iteration of training for 5,000 iterations with
the base learning rate of 1 x 10~*. Frozen and unfrozen
backbones performed equally in this experiment. The posi-
tional encoding had a positive influence. Fig. [§| depicts action
classification on the sample images from Fig. [5|using the best
model without positional encoding.

Another approach was to initialize the training with
weights of a pre-trained on the COCO 2017 dataset
MaskDINO model with SwinL transformer backbone instead
of using the weights of a trained model for the person
detection task. To compare the results of different approaches
fairly, we trained the models for 10,000 iterations with a base
learning rate 1 x 10~* and a step at 8,000 iterations, which
multiplied the learning rate by 0.1. The best attempts are
shown in Table [IIl

Contrary to training the model using the weights of a
trained model for the person detection task, this experiment
provided the best results with frozen backbone. The results of
this experiment, however, were significantly less consistent
than the previous one.

C. Channel Contribution Ablation

To understand the channel contributions of the proposed
representation, we trained the models with a random fixed
seed excluding different image channels and measured the
performance of the model at the end of the training. We
conducted the ablation on the person segmentation task by
utilizing the hyperparameters to match the best experiment
from Table [l The results for each excluded channel are
shown in Table [[V] NIR and signal channels have only a
minor contribution while reflectivity and range channels data
have higher contribution. Our ablation study indicates that

TABLE IV
ABLATION ON CHANNEL CONTRIBUTION (PERSON DETECTION TASK)

Excluded Pos. Result

channel enc.” | Precision ‘ Recall ‘ F1-score
- X 0.89 0.42 0.57
NIR X 0.97 0.94 0.95
Reflectivity X 0.97 0.74 0.84
Signal X 0.96 0.78 0.86
Range X 0.65 0.67 0.66
- v 0.83 0.63 0.72
NIR v 0.94 0.85 0.89
Reflectivity v 0.60 0.31 0.41
Signal v 0.93 0.85 0.89
Range v 0.58 0.33 0.42

*positional encoding
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Fig. 9. Online detection experiment on the TTAGO++ Omni robot platform.

the contribution to the performance of the model of different
channels differs between the cases with positional encoding
and without it. The ablation study shows that the model
with fewer channels produces a better result than the one
with all of them for both models. One possible explanation
is that the one-layer convolutional encoder does not deal
well with transforming our multi-channel input to the desired
MaskDINO input format. In future work, we may explore
different encoders and their contribution.

D. Online Application on Robot

To assess our methods for real-time application, we tested
the inference of the best models for person segmentation
(Table [[) and action classification (Table [[I) on the data
received from an Ouster OSDome-128 LiDAR which yields
images of size 512x 128. Note, the LiDAR sensor for online
experiments is slightly different and has the double amount
of laser beams, demonstrating that our proposed approach
generalizes across different versions of the sensor without
adaptations. The average inference rate on a Zotac ZBOX
QTG7A4500 equipped with an Nvidia RTX A4500 16GB
GPU yields 11Hz with and without positional encoding,
which is suitable e.g. as input for person tracking approaches.
Examples of the results for person segmentation and action
classification are shown in Fig. [9] The results indicate that
our approach generalizes well for images of different sizes



from different sensors and is suitable for online application.

VI. CONCLUSION

We presented a person segmentation and action clas-
sification approach for multi-channel data of hemisphere
FoV 3D LiDAR sensors. A dataset with segmentation-level
annotations on multi-channel LiDAR measurements has been
collected and annotated and a model based on MaskDINO
has been adapted and trained to estimate person segments
and has further been shown to be capable of estimating
three different action classes relevant for HRI. An ablation
study provided insights into the channel contributions for
the person segmentation model, demonstrating that the range
and reflectivity channels as well as the positional encoding
contribute significantly to the performance. Our approach
demonstrated good performance for both, the person segmen-
tation and the classification of three different person states.
It is real-time capable and applicable to a sensor with more
LiDAR beams.
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