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Abstract. Understanding and predicting video content is essential for
planning and reasoning in dynamic environments. Despite advancements,
unsupervised learning of object representations and dynamics remains
challenging. We present VideoPCDNet, an unsupervised framework for
object-centric video decomposition and prediction. Our model uses fre-
quency-domain phase correlation techniques to recursively parse videos
into object components, which are represented as transformed versions of
learned object prototypes, enabling accurate and interpretable tracking.
By explicitly modeling object motion through a combination of frequency
domain operations and lightweight learned modules, VideoPCDNet en-
ables accurate unsupervised object tracking and prediction of future
video frames. In our experiments, we demonstrate that VideoPCDNet
outperforms multiple object-centric baseline models for unsupervised
tracking and prediction on several synthetic datasets, while learning in-
terpretable object and motion representations.

Keywords: Object-centric video prediction, object-centric learning, phase-
correlation networks, unsupervised learning

1 Introduction

Humans naturally interpret dynamic scenes by segmenting them into discrete
objects and tracking their interactions over time. Recent works in object-centric
video prediction imitate this cognitive process by learning unsupervised object
representations and modeling their dynamics and interactions using recurrent
neural networks [29] (RNNs) or transformers [25,28,3]. However, these methods
typically incur high computational costs, require large amounts of training data,
and produce models whose internal representations remain largely opaque.

In this work, we propose VideoPCDNet, an unsupervised video decomposi-
tion and prediction model that extends the Phase-Correlation Decomposition
Network (PCDNet) [23] to the video domain. Unlike conventional object-centric
methods, which rely on high-dimensional latent spaces to capture object rep-
resentations and dynamics, our proposed VideoPCDNet represents objects as
transformed versions of a set of learned object prototypes and explicitly en-
codes their motion using phase di�erences. This design not only enables e�cient
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object tracking and scene parsing, but also yields representations that are in-
herently interpretable. Our model recursively parses a video sequence into its
object components, leading to an accurate and robust object tracking even un-
der challenging motion dynamics and occlusions. Furthermore, VideoPCDNet
explicitly models object motion by combining phase-correlation techniques with
lightweight learned modules in order to e�ciently forecast future object states
and video frames with a minimal number of trainable parameters.

In our experiments, we demonstrate that VideoPCDNet outperforms multiple
baseline models for unsupervised object tracking and future frame video predic-
tion on several synthetic datasets while also learning interpretable object and
motion representations. Our work thus demonstrates that integrating frequency-
domain processing with object-centric representation learning can yield a more
e�cient and interpretable framework for video prediction.

2 Related Work

2.1 Object-Centric Learning

Object-centric representation learning. Object-centric learning methods aim to
decompose an image or video into a set of object components in an unsupervised
manner. These objects can be represented as unconstrained latent vectors (of-
ten called slots) [2,26,15,13,14], factored latent variables [11,21], spatial mixture
models [10,5], or explicit object prototypes [23,16]. The learned object represen-
tations bene�t multiple downstream tasks, such as learning behaviors for robotic
manipulation [18,24] and unsupervised segmentation [14,5].

Object-centric video prediction. Object-centric video prediction aims to model
object dynamics and interactions to forecast future object states and frames. Re-
cently, several methods propose to model object dynamics using slot-based rep-
resentations and di�erent architectural priors, including RNNs [29,19] or trans-
formers [25,28,3]. In contrast, VideoPCDNet leverages phase-correlation as a
strong inductive bias to model object motion interpretably and with minimal
learnable parameters.

2.2 Phase-Correlation Networks

Phase-correlation networks are a class of neural networks that incorporate the
di�erentiable phase-correlation technique [1] to estimate transformation parame-
ters, such as translations, between two signals by analyzing the phase di�erences
in their Fourier transforms. Integrating this operation into neural networks of-
ten leads to interpretable and compact models for image and video tasks. PCD-
Net [23] uses the phase correlation method to align a set of learned object proto-
types with input images, enabling unsupervised object-centric image decomposi-
tion. In the video domain, Frequency Domain Transformer Networks (FDTN) [6]
compute phase di�erences between consecutive video frames to model linear mo-
tion, and recursively apply the inferred motion to forecast future video frames.
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(a) VideoPCDNet Pipeline (b) VideoPCDNet Object Parsing

Fig. 1: Overview of VideoPCDNet. Our model recursively parses a video sequence
Xi into its object components, which are represented as transformed versions of
a set of learned object prototypes P. VideoPCDNet maintains an interpretable
scene state, which encodes the objects present in the scene and their properties,
thus enabling interpretable object prediction and tracking.

Several works extended this approach for motion segmentation [7,9], modeling
object rotations and scale variations [27], stochastic video prediction [8] or learn-
ing relational motion [17]. Unlike previous methods, which treat the scene's mo-
tion holistically or merely separate foreground from background, our proposed
VideoPCDNet parses a video sequence into individual object components and
explicitly models each object's motion.

3 VideoPCDNet

We propose VideoPCDNet, illustrated in Fig. 1, a novel framework that ex-
tends the phase-correlation decomposition network PCDNet [23] for object-
centric video parsing and prediction. Given a sequence of images X1:C , our
method recursively parses each frame into N independent object components
O = {O1, ...,ON}, where each of these objects corresponds to a transformed
version of a prototype from a set of learned object prototypes P = {P1, ...,PP }.
To allow for a temporally consistent object-centric representation, each object
Oi is represented by a state s that encodes interpretable attributes such as shape,
color, and position, enabling robust object tracking over time (Sec. 3.2). A key
component in VideoPCDNet is the Motion Module (Sec. 3.3), which leverages
phase correlation in the frequency domain to predict future object states, which
can be used to render a video frames.

3.1 Preliminaries: PCDNet

PCDNet [23] is an unsupervised decomposition method that parses images into
distinct object-centric components, which are represented as transformed ver-
sions of a set of learned object prototypes P. Each object prototype Pj is learned
along with its corresponding mask Mj , which is used to model depth ordering
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and occlusions. At its core, PCDNet leverages a di�erentiable phase-correlation
mechanism, known as PC-Cell, to align learned prototypes with objects in the
input imageX by estimating spatial translations in the frequency domain. Specif-
ically, the PC-Cell computes the cross-correlation in the frequency domain be-
tween an object prototype and the input image, producing a localization matrix
L that encodes potential object locations as correlation peaks:

∆θ =

(
F(X)�F(P)

||F(X)�F(P)||

)
, (1) L = F−1(∆θ), (2)

where F and F−1 denote the Fourier and Inverse Fourier transforms, respec-
tively, and F(P) denotes the complex conjugate of F(P). From this matrix, the
most prominent peaks are extracted, which represent the spatial shifts (δx, δy)
that best align the corresponding prototype P to the scene.

Originally, PCDNet handles color information via a separate Color Module,
which adjusts prototype colors only after spatial alignment, disregarding color
cues during the decomposition process. In contrast, our framework incorporates
color as an additional feature for decomposition. To achieve this, we discretize
the image colors using k-means clustering, converting the image into a multi-
channel representation where each channel corresponds to distinct color cluster.

Our re�ned PC-Cell operates by computing channel-wise phase-correlation
(Eq. (1)) between the object prototypes and this multi-channel image represen-
tation. Each correlation peak is thus represented by a triplet (c, δx, δy), iden-
tifying the strongest responding color channel c and corresponding shift pa-
rameters (δx, δy). Using the Fourier shift theorem, the transformed prototypes
T = {T1, ...T|T |}, denoted as object templates, are computed as:

T = F−1 (F(P) · exp(−i2π(δxfx + δyfy))) , (3)

where fx and fy denote the frequencies along the horizontal and vertical direc-
tions, respectively.

Finally, PCDNet employs an iterative greedy algorithm, described in Algo-
rithm 1, in order to select the transformed prototypes T and their corresponding
transformed masksM that best represent the image. This greedy algorithm it-
eratively selects the object template that, combined with the previously selected
templates, minimizes the reconstruction error using Eq. (4). The object tem-
plates and masks are composed using Eq. (5) to reconstruct the images, such
that the �rst selected object (T1) corresponds to the one closest to the viewer,
whereas the last selected object (TN ) is located the furthest from the viewer;
thus inherently modeling relative depth ordering between objects.

E(X, T ) = ||X− G(T ,M)||, (4)

G(T ,M) = Ti+1 � (1−Mi) +Ti �Mi ∀ i ∈ {N, ..., 1}. (5)

PCDNet is trained end-to-end by minimizing an image reconstruction error,
as well as two regularization costs to enforce sparsity in the object prototypes
and smooth object masks.
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Algorithm 1 Greedy Object and Mask Selection for Reconstruction

1: procedure GreedySelect(X, T ,M, max_objs)
2: S ← ∅
3: while |S| < max_objs do

4: for all j /∈ S do
5: Let S ′ ← S ∪ {j}
6: Compute the reconstruction G(TS′ , MS′) (Eq. (5))
7: Compute error Ej = ||X− G(TS′ , MS′)|| (Eq. (4))
8: j∗ ← argminj /∈S Ej

9: S ← S ∪ {j∗}
10: return TS , MS

3.2 Video Processing with PCDNet

State Representation and Alignment While PCDNet successfully parses
images into their object components, extending this algorithm for video process-
ing introduces several challenges, such as consistent object tracking.

Our proposed VideoPCDNet addresses these issues by recursively tracking
and updating a consistent scene state that determines the objects present in
the scene, as well as their main attributes. Namely, VideoPCDNet computes for
each object k in the scene a state sk = (ck,Pk,Zk) that represents the object
color ck, appearance Pk, and center of mass Zk. This state representation en-
ables VideoPCDNet to obtain a temporally consistent tracking of the objects in
the scene by conditioning and aligning the decomposition process with the cur-
rent state. Given the object representations from a video frame and the current
VideoPCDNet state, we de�ne the cost of matching each parsed object i to each
tracked object j as:

Ci,j = λc ||ci − cj‖|+ λP||Pi −Pj ||+ λZ||Zi − Zj ||, (6)

where λc, λP and λZ denote weights for each representation. The parsed objects
are then aligned to the VideoPCDNet state according to the Hungarian algo-
rithm. Stable identi�ers are maintained by retaining the track IDs of matched
objects, dropping those of unmatched ones, and assigning new IDs to newly
detected objects; thus achieving temporally consistent object tracking.

Two-Stage Decomposition To improve the e�ciency and robustness for object-
centric video decomposition, VideoPCDNet leverages a two-stage approach, which
is detailed in Algorithm 2. In the �rst stage, our framework parses the current
observation using the object prototypes present in the VideoPCDNet state, re-
ducing interference from inactive prototypes (i.e. those not present in the scene
state) and improving the decomposition temporal consistency and e�ciency.
However, this �rst stage lacks the ability to parse objects that were not repre-
sented in the state, such as objects entering the scene or previously occluded.

This limitation is addressed in the second stage, which re�nes the initial scene
parsing if its reconstruction error exceeds a certain threshold. The second stage
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Algorithm 2 Two-Stage Object-Centric Video Parsing Algorithm

1: procedure TwoStageSelect(X, Text, Mext, max_objs, err_thr, Oprev, P)
# Stage 1: Parse image with state

2: (T ,M)← CreateCandidatesWithState(X, Oprev)
3: T ← T ∪ Text, M←M∪Mext

4: (O,M)← GreedySelect(X, T , M, max_objs)
# Compute residual error

5: R← X− G(O,M)
6: if ‖R‖ ≤ err_thr then

7: (O,M)← AlignWithPrevious(O,M,Oprev)
8: return (O,M)

# Stage 2: Parse residual with inactive prototypes
9: Oprev = P \ Oprev

10: (Tinact,Minact)← CreateCandidatesWithState(R,Oprev)
11: (Oinact,Minact)← GreedySelect(R, Tinact, Minact, max_objs)
12: Oall ← O ∪Oinact,Mall ←M∪Minact

# Select best object and mask candidates from both stages
13: (O,M)← GreedySelect(X, Oall, Mall, max_objs)

# Align selected objects with state
14: (O,M)← AlignWithPrevious(O,M,Oprev)
15: return O,M

performs a more exhaustive processing of the scene, where the residual error from
the �rst stage is measured, and candidate object templates are computed using
the previously inactive prototypes in order to minimize such residual. Finally,
the best object candidates among the �rst and second stages are selected to
reconstruct the image, and aligned to update the scene state.

To further enhance robustness in challenging scenarios, such as partial oc-
clusions, VideoPCDNet integrates externally generated object templates (Text)
and masks (Mext) derived from predicted object states. By concatenating these
external object candidates with internal ones, VideoPCDNet improves object
decomposition consistency and accuracy, particularly in scenarios where the in-
ternal localization mechanisms alone may fail.

3.3 Object-Centric Motion Prediction

The object-centric state used in VideoPCDNet enables interpretable forecasting
of future object states by modeling object phase di�erences.

Given two seed frames Xt−1 and Xt, we decompose these images into their
aligned object components Ot−1 and Ot. For each object, we compute with
Eq. (1) the phase di�erence ∆θ between the two time-steps, which encodes the
object's translation speed. Future object states can then be predicted by adding
the estimated phase di�erences:

Ôt+1 = F−1 (F(Ot) · exp(i2π∆θ)) . (7)
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Fig. 2: Illustration of the Motion Module in VideoPCDNet. Future object states
are predicted leveraging frequency domain operations and a learned module.

Future video frames are then rendered by combing all predicted object states as
described in Sec. 3.1.

This simple, yet e�ective, approach for object-centric video prediction leads
to temporal consistent and interpretable predictions. However, it su�ers from
several limitations, such as only modeling linear motion or lacking robustness to
imperfect phase di�erences.

To address these shortcomings, we propose to enhance our prediction ap-
proach with a learnable module, which re�nes the estimated object velocities,
thus allowing VideoPCDNet to accurately and robustly forecast future object
states, as well as dealing with heavy occlusions and non-linear motion.

The re�nement of velocities is performed by the Motion Module, depicted in
Fig. 2. This module is an MLP shared among all objects in the scene, which
jointly processes a temporal history of object features to produce a re�ned ob-
ject velocity. More precisely, the Motion Module receives the estimated object
velocities and center of mass from the last time-steps, and outputs a re�ned
velocity prediction vref = (vrefx , vrefy ). These re�ned velocities are then converted

into phase di�erences ∆θref:

∆θref = 2π(vrefx fx + vrefy fy). (8)

The future object states are then predicted through Eq. (7) using the re�ned
phase di�erences, ensuring that the model captures non-linear motion and per-
forms a robust prediction for every object.

4 Experiments

4.1 Experimental Setup

Datasets: We evaluate VideoPCDNet on two synthetic datasets with varied
object appearance and motion: Sprites-MOT and Dynamics-MOT.

Sprites-MOT [11] features 64×64 frames with up to three 11×11 objects,
selected from four shapes, moving linearly while entering and leaving the scene.
This dataset is used to benchmark unsupervised object-centric tracking [26].
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Fig. 3: Learned prototypes on Dynamics-MOT. All objects are discovered.

Dynamics-MOT is a self-generated dataset of 30-frame 64×64 videos. Each
sequence features three 11×11 objects, selected from a set of eight shapes, mov-
ing and bouncing o� image boundaries. To evaluate di�erent motion dynamics,
we generate two variants: Dynamics-MOT Bouncing features objects moving
in linear trajectories, whereas in Dynamics-MOT Parabolic the objects follow
curved, projectile-like trajectories. These datasets serve as benchmarks to mea-
sure VideoPCDNet's ability to model more complex object dynamics.

Training: We train VideoPCDNet in two stages. First, our framework is trained
for object-centric decomposition, enabling the model to learn robust object pro-
totypes and masks. Figure 3 shows the object prototypes learned from Dynamics-
MOT, where VideoPCDNet discovers all eight distinct shapes present in the
dataset. In the second stage, the object prototypes and masks are frozen and
the motion module is trained for forecasting future object states�predicting
seven future frames given three seed frames. Overall, VideoPCDNet remains
lightweight, with only 19, 200 learnable parameters. In Appendix A, we analyze
and evaluate the interpretability of its internal representations, including object
appearance, position and velocity.

4.2 Unsupervised Object Tracking

We evaluate VideoPCDNet for unsupervised object tracking on the Sprites-
MOT dataset following the evaluation protocol described in [26] and compare
it with multiple object-centric baselines. The results, listed in Table 1, show
that VideoPCDNet outperforms competing methods, demonstrating a superior
tracking accuracy (MOTA) and precision (MOTP). These �ndings demonstrate
that tracking objects using prototype representations leads to superior accuracy
and robustness.

Table 1: Unsupervised object tracking performance on the Sprites-MOT bench-
mark. Our proposed VideoPCDNet model achieves the best tracking perfor-
mance. Best two results are highlighted in boldface and underlined, respectively.

Method MOTA↑ MOTP↑ MD↑ MT↑ Match↑ ID S.↓ FPs↓

VideoPCDNet (ours) 95.4 94.1 94.6 92.3 96.1 1.0 0.8

SCALOR [13] 94.9 80.2 96.4 93.2 95.9 1.7 1.0
ViMON[26] 92.9 91.8 87.7 87.2 95.0 0.2 2.1
OP3 [22] 89.1 78.4 92.4 91.8 95.9 0.4 6.8
TBA [11] 79.7 71.2 83.4 80.0 87.8 2.6 8.1
MONet [2] 70.2 89.6 92.4 50.4 75.3 20.3 5.1
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Table 2: Ablation Study. We evaluate the e�ect of each component in
VideoPCDNet. Best two results are highlighted in boldface and underlined.

Method MOTA↑ MOTP↑ MD↑ MT↑ Match↑ ID S.↓ FPs↓

1 PCDNet [23] 77.8 73.8 90.8 65.8 80.2 15.0 2.4
2 + object align 93.7 95.1 95.1 88.1 94.6 2.1 1.0
3 + object state only 84.8 95.4 79.6 74.7 85.6 2.4 0.8

4 + two-stage 94.3 94.5 95.9 89.1 95.3 1.9 1.0
5 + external templates 95.4 94.1 94.6 92.3 96.1 1.0 0.8

4.3 Ablation Study

We evaluate the tracking performance of di�erent VideoPCDNet variants in or-
der to quantify the e�ect of each component in our framework. The results are
listed in Table 2. (1) the PCDNet baseline, which naively parses each frame
individually into its object components, achieves the weakest tracking perfor-
mance among all variants. (2) Aligning the object decomposition as described in
Sec. 3.2 allows VideoPCDNet to consistently track objects across frames, signi�-
cantly improving the tracking performance. (3) Using only the object prototypes
present in the state leads to high precision and few false positives. However, it
decreases the detection and tracking accuracy as the model cannot correctly
represent objects entering the scene. (4) The two-stage approach described in
Sec. 3.2 addresses this limitation. (5) Finally, the full VideoPCDNet, which ad-
ditionally incorporates external templates by predicting current object states
from past observations, achieves the best tracking performance, demonstrating
the e�ectiveness of each enhancement in boosting overall tracking robustness.

4.4 Video Prediction

We further evaluate the capability of VideoPCDNet for modeling object dy-
namics and predicting future video frames. We compare our method with two

(a) Bouncing (b) Parabolic

Fig. 4: Video prediction results on the Dynamics-MOT dataset with (a) Bounc-
ing and (b) Parabolic object motion. The vertical bar indicates the prediction
horizon used during training. VideoPCDNet outperforms all baselines.
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(a) Dynamics-MOT Bouncing (b) Dynamics-MOT Parabolic

Fig. 5: Video prediction rollouts on the Dynamics-MOT dataset with (a) Bounc-
ing and (b) Parabolic object motion. VideoPCDNet accurately models the object
motion and predicts up to 28 future frames, whereas the baselines su�er from
vanishing objects and prediction artifacts.

holistic video prediction methods: ConvLSTM [20] and SVG [4], as well as two
object-centric video prediction baselines: SlotFormer [28] and OCVP [25].

Fig. 4 shows the video prediction results on the Dynamics-MOT dataset with
Bouncing (4a) and Parabolic (4b) object motion, respectively. Given three seed
frames, we predict the subsequent 27 video frames and measure the SSIM and
LPIPS metrics. The results show that object-centric methods, which explicitly
model object dynamics (i.e. VideoPCDNet, SlotFormer and OCVP), outperform
their holistic counterparts. Furthermore, VideoPCDNet consistently achieves the
best performance, especially for longer prediction horizons.

Fig. 5 provides a qualitative comparison illustrating predictions from each
method for scenes with bouncing (5a) and parabolic (5b) object motion. In
both cases, VideoPCDNet accurately predicts the shape, position, and motion
of objects across all time horizons with minimal distortion; whereas the base-
line methods progressively degrade in quality, with the non-object-centric SVG
and ConvLSTM models exhibiting signi�cant blurriness and visual artifacts in
later frames. These results highlight VideoPCDNet's capability to handle com-
plex non-linear object motions while preserving detailed visual and structural
information throughout extended prediction periods. Further qualitative video
prediction rollouts are shown in Appendix B.

5 Conclusion

We introduced VideoPCDNet, a novel unsupervised framework for object-centric
video parsing and prediction that extends phase-correlation networks to the tem-
poral domain. VideoPCDNet decomposes video frames into interpretable object
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components, which are represented as transformed versions from a set of learned
object prototypes. Our model leverages a two-stage approach for recursively
parsing a video sequence into their object components, leading to an accurate
and robust object tracking even under challenging motion dynamics and occlu-
sions. Furthermore, VideoPCDNet explicitly models the object motion through
phase-correlation techniques in order to e�ciently forecast future object states
and video frames with less than 20, 000 trainable parameters. In our evalua-
tions, we demonstrate that VideoPCDNet achieves state-of-the-art performance
for unsupervised object tracking on the Sprites-MOT benchmark. Furthermore,
VideoPCDNet accurately forecasts object states over long prediction horizons,
outperforming multiple existing video prediction baselines.
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A Interpretability

One of the key properties of VideoPCDNet is its ability to parse dynamic scenes
into an interpretable representation of object appearances, color, velocity, and
position. In Sec. 4.1, we supported this claim with a qualitative visualization
of the learned object prototypes. In this appendix, we complement these visual
insights with further qualitative and quantitative evaluations of interpretability.
We focus on three indicators of interpretability: the quality of predicted object
segmentations (Sec. A.1), the accuracy of predicted object positions (Sec. A.2),
and the visualization of complete object trajectories (Sec. A.3).

A.1 Object Segmentations

To quantitatively assess the interpretability of the model's object-centric repre-
sentations, we evaluate the accuracy of the predicted object masks produced by
VideoPCDNet using the Adjusted Rand Index (ARI) [12], computed against the
ground-truth segmentation masks. ARI is a clustering metric that measures the
similarity between two set assignments, ignoring label permutations. It ranges
from 0 (random assignment) to 1 (perfect segmentation).

Figure 6 presents the ARI scores of predicted object masks across prediction
time-steps, averaged across 300 test sequences. We show the average ARI score as
well as its standard deviation. We observe that VideoPCDNet generally achieves
high ARI scores throughout the prediction horizon, indicating that object shapes
are accurately predicted and their identities are consistently preserved. On the
more challenging Dynamics-MOT Parabolic dataset, prediction errors can com-
pound over time, leading to a lower ARI score for longer prediction horizons.
The high ARI scores over time indicate that VideoPCDNet produces accurate
and robust object-level decomposition in a predictive setting.

(a) Dynamics-MOT Bouncing (b) Dynamics-MOT Parabolic

Fig. 6: Accuracy of predicted object masks over time on the Dynamics-MOT
dataset with Bouncing (left) and Parabolic (right) motion. Higher ARI indi-
cates better agreement with ground-truth object segmentation. VideoPCDNet
predicts accurate object masks as shown by the strong segmentation consistency
across time-steps.
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(a) Dynamics-MOT Bouncing (b) Dynamics-MOT Parabolic

Fig. 7: Accuracy of predicted object positions over time on the Dynamics-MOT
dataset with Bouncing (left) and Parabolic (right) motion. VideoPCDNet main-
tains low position error across future time-steps, demonstrating accurate and
consistent object-centric motion prediction in both scenarios.

A.2 Object Position

To further assess the interpretability of the learned representations, we evaluate
whether VideoPCDNet can accurately model and track object positions over
time. In the initial decomposition stage, VideoPCDNet estimates object posi-
tions by identifying correlation peaks in the phase di�erence ∆θ. During pre-
diction, VideoPCDNet leverages frequency-domain operations and the learned
motion module to compute the object velocities (vrefx , vrefy ), which are then used
to forecast future object positions.

Figure 7 reports the mean squared error between predicted and ground-truth
object positions, averaged across all objects and 300 sequences. VideoPCDNet
achieves consistently low and stable errors across prediction horizons for both
linear and parabolic motion scenarios. This strong performance�despite the
absence of explicit object identity and position supervision�demonstrates that
our model learns accurate object-speci�c position representations.

A.3 Visualization of Object Trajectories

To provide a comprehensive view of VideoPCDNet's interpretability, we visualize
the complete object trajectories predicted by our model for a prediction horizon
of 15 frames. Fig. 8 shows the predicted trajectories for each object in two distinct
Dynamics-MOT sequences with linear (Fig. 8a) and parabolic (Fig. 8b) motion.

In both scenarios, VideoPCDNet accurately captures the corresponding mo-
tion patterns and correctly predicts the bouncing behavior when objects collide
with image boundaries. Notably, in the challenging parabolic motion scenario,
the predicted trajectories maintain non-linear paths, accurately capturing both
the horizontal velocity component and the gravitational acceleration e�ect.

These results highlight the interpretability of VideoPCDNet's object-centric
approach, where complex scene dynamics are decomposed into meaningful and
tractable object trajectories that correspond to intuitive motion patterns.
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(a) Dynamics-MOT Bouncing (b) Dynamics-MOT Parabolic

Fig. 8: Predicted trajectories on Dynamics-MOT with Bouncing (left) and
Parabolic (right) motion. VideoPCDNet outputs accurate object trajectories
over 15 frames, predicting the corresponding motion patterns and the bouncing
behavior when objects collide with image boundaries.

B Evaluation on Space-Invaders Dataset

To demonstrate the applicability of our method to datasets with more visually
challenging objects, we evaluate VideoPCDNet on the Space-Invaders dataset,
which presents more complex visual patterns. We employ two seed frames to
predict the subsequent eight.

The Space-Invaders dataset consists of video sequences mimicking the classic
Atari game, featuring multiple aliens and a spaceship. We render the dataset
with six distinct alien sprites, which move from the top of the frame towards
the bottom with linear or parabolic velocity, whereas the spaceship moves side-
ways. The more complex object appearances and non-linear velocities makes this
dataset more challenging that the original Sprites-MOT and Dynamics-MOT
benchmarks.

B.1 Learned Prototypes

Fig. 9 demonstrates VideoPCDNet's ability to discover meaningful object pro-
totypes from the Space-Invaders dataset. Our model successfully learns seven
distinct prototypes, including six di�erent alien shapes and the spaceship.

The diversity of these learned prototypes demonstrates that VideoPCDNet
can e�ectively decompose the dataset into meaningful object-centric representa-
tions, extending beyond the simple geometric shapes of synthetic datasets.
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Fig. 9: Object prototypes learned on the Space-Invaders dataset.

B.2 Video Parsing and Prediction

Figs. 10�12 provide qualitative results demonstrating VideoPCDNet's video pars-
ing and prediction capabilities across di�erent sequences from the Space-Invaders
dataset. Each �gure shows VideoPCDNet's predicted frames and the correspond-
ing predicted semantic segmentation masks. In all sequences, our model success-
fully maintains object identity and appearance while accurately predicting their
trajectories. Furthermore, the semantic segmentation masks demonstrate that
VideoPCDNet preserves sharp object boundaries and distinct object identities
throughout the prediction horizon, even as objects move across the scene, su�er
from overlap, or interact with boundaries.
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Fig. 10: Qualitative results on Space-Invaders dataset showing ground truth with
two seed frames (top), VideoPCDNet predictions (middle), and semantic seg-
mentation (bottom, colors from Fig. 9).
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Fig. 11: Qualitative results on Space-Invaders dataset showing ground truth with
two seed frames (top), VideoPCDNet predictions (middle), and semantic seg-
mentation (bottom, colors from Fig. 9).
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Fig. 12: Qualitative results on Space-Invaders dataset showing ground truth with
two seed frames (top), VideoPCDNet predictions (middle), and semantic seg-
mentation (bottom, colors from Fig. 9).
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