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Abstract

Robotic soccer superseded chess as a challenge probleneadidntark for artificial intelligence research and poses
many challenges for robotics. The international RoboCugmgbionships grew to the most important robotic competition
worldwide. After preliminary competitions, for the firstrie soccer games with humanoid robots were played in Osaka
2005. This paper describes the mechanical and electrisggr@f our robots, which took part as team NimbRo at the
competitions. The paper also covers the software used foepton, behavior control, communication, and simulatio
Our robots performed well at RoboCup 2005. They came in skeod third in the overall Best Humanoid ranking, next
only to the titleholder, Team Osaka.
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1 Introduction

What drives thousands of researchers worldwide to devete thheativity and energy to make robots bring a ball into a
goal? The answer lies not only in the fascination of the sogame, but rather in the quest to advance the fields of aatifici
intelligence research and robotics.

Al researchers started to investigate games early-on.adjyrén the Fifties of the last century, Simon predicted that
computers would be able to win against the human world chamwithin ten years [11]. Playing chess was viewed as
epitome of intelligence. The dominant view at that time weat human intelligence could be simulated by manipulating
symbols. While the world champion in chess was defeated bpehime in 1997 [9], human intelligence is still far from
being understood.

The basis for intelligent action is the perception of the ldioAlready this seemingly easy task frequently exceeds the
capabilities of current computer systems. Perceptualgsses, which interpret the flood of stimuli that stream inio o
senses and make it accessible for behavior control, areyngstonscious. Hence, we are not aware of the difficulties
involved. The performance of our perceptual system becateas only when trying to solve the same task with machines.
This applies to behavior control as well. Human locomotion example, does not seem to be problematic. That walking
and running on two legs is not an easy task becomes clear dréy ane tries to implement it on a real robot.

Based on these observations, a view on intelligence hablisstad itself over the last two decades that does not rely
on manipulating symbols, but emphasizes the interacticemadgent with its environment [4, 10]. The term embodiment
stresses the importance of having a body as the physicalfoasintelligence. Situatedness of an agent in a rich enwrent
enables feedback from the actions of the agent to sensarglsigrhe complexity of the interaction between an agenttand
environment is increased significantly when the environrders not only contain passive objects, but other agentehs w

1.1 RoboCup Competitions

Motivated by the successes in the chess domain, the Robo&lgrdtion organizes since 1997 international roboticesocc
competitions. Similar competitions are organized by th@peting FIRA. The long-term goal of the RoboCup Federation
is to develop by the year 2050 a team of humanoid soccer rtfattsvins against the FIFA world champion [8]. The soccer
game was selected for the competitions, because, as opfmskdss, multiple players of one team must cooperate in a
dynamic environment. Sensory signals must be interpretedal-time and must be transformed into appropriate astion
The soccer competitions do not test isolated componentdwousystems compete with each other. The number of goals
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Figure 1: Some of the robots that competed at RoboCup 200&iklttmanoid League.

scored is an objective performance measure that allows aongpsystems that implement a large variety of approaches
to perception, behavior control, and robot constructiome presence of opponent teams, which continuously improve
their system, makes the problem harder every year. Suchliemgea problem focuses the effort of many research groups
worldwide and facilitates the exchange of ideas.

The RoboCup championships grew to the most important rolotinpetition worldwide. In the last RoboCup, which
took place in July 2005 in Osaka, Japan, 330 teams from 31tGesicompeted. The total number of participants was about
2.000 and 182.000 spectators watched the competitiongwliske, the media coverage was enormous. In addition to the
soccer competitions, since 2001, competitions for theckeaf victims of natural disasters and the coordination stue
forces are held (RoboCupRescue). Furthermore, there arpetiions for young researchers (RoboCupJunior).

1.2 RoboCupSoccer

The soccer competitions at RoboCup are held in five leagupese $he beginning, there is a league for simulated agents, a
league for small wheeled robots which are observed by canadrave the field (SmallSize), and a league for larger wheeled
robots where external sensors are not permitted (MiddgSik league for the Sony Aibo dogs was added in 1999 (Four-
legged) and a league for humanoid robots was establishe@Dia. 2

Different research issues are addressed in the differaguks. In the simulation league, team play and learning are
most advanced. In the wheeled robot leagues, the robotraatisn (omnidirectional drives, ball manipulation dexé}, the
perception of the situation on the field (omnidirectionaion systems, distance sensors), and the implementatioasidt
soccer skills (approaching, controlling, dribbling, arasging the ball) are still in the center of the activitiesc@g&se the
robot hardware is fixed in the Four-legged League, the ppating teams focus on perception and behavior controleHer
the control of the 18 degrees of freedom (DOF) poses coraitkechallenges.

As the performance of the robots increases, the competilies are made more demanding by decreasing the deviations
from the FIFA laws. This permanently increases the comple{ithe problem. It can also be observed that solutions like
team play, which have been developed in leagues abstrdmimgeal-world problems, are adopted in hardware leacgages,
the basic problems of robot construction, perception,foation, and ball manipulation are solved better.

1.3 Humanoid Soccer Robots

In the Humanoid League, robots with a human-like body planpete with each other. The robots must have two legs, two
arms, a head, and a trunk. Size restrictions make sure #haetiter of mass of the robots is not too low, that the feetatre n
too large, and so on. The robots are grouped in two size daksgSize (up to 60cm) and TeenSize (65cm-130cm).

The humanoid robots must be able to walk on two legs. Whileéirst years of the league, it was allowed to remotely
control the robots and to use a power cable, since 2004, B oust be fully autonomous. The robots may communicate



with each other via a wireless network, but help from outsiigefield is not permitted, neither by humans nor by computers

Because the construction and the control of humanoid ragasignificantly more complex than that of wheeled robots,
initially, there were only preliminary competitions helilt no soccer games played, in the Humanoid League. Thesobot
had to footrace around a pole and faced each other in periaky. kSince 2005, soccer games take place. At the German
Open in April 2005, two teams of autonomous RoboSapien sf@itainstormers und NimbRo) showed demonstration
games. In July 2005, at the RoboCup in Osaka, 2 vs. 2 socceegarte played in the KidSize class.

The Humanoid League rules have been derived from the FIFA.I8ome simplifications apply, however. For example,
the offside rule is not observed. Key objects are color-dadeorder to simplify the perception of the game situatioheT
playing field is green with white lines, the goals are pairtikce and yellow, the ball is orange, and the robots are mostly
black. The two teams are marked with magenta and cyan patespectively.

The remainder of this paper is organized as follows. In the section, we describe the mechanical design of the robots.
Sec. 3 details the robot electronics. The perception ofttegrial robot state and the situation on the field is coveré&et. 4.
Sections 5 and 6 explain the generation of soccer behaviasierarchy of agents and time-scales and the infrasteictu
needed to support a team of soccer playing robots, respsctiv

2 Mechanical Design

i

Sepp

Figure 2: NimbRo 2005 KidSize robots Jupp and Sepp (left) BeehSize robot Max (right) playing soccer.

Fig. 2 shows on the left our KidSize robots Jupp and Sepppigsdccer and on the right our TeenSize robot Max, ready
to kick. These robots are based on their predecessor ToA§an be seen, the robots have human-like proportionst The
mechanical design focused simplicity, robustness, andhteeduction. The KidSize robots have a height of 60cm and a
weight of only 2.3kg, including batteries. Max is scaled 5&m and weighs 2.4kg.

Each robot is driven by 19 servo motors: 6 per leg, 3 in each and one in the trunk. The six leg-servos allow for
flexible leg movements. Three orthogonal servos constiti@&DOF hip joint. Two orthogonal servos form the 2DOF ankle
joint. One servo drives the knee joint.

We selected the S9152 servos from Futaba to drive the rolyandoints of the hips, the knees, and the ankles. These
digital servos are rated for a torque of 200Ncm and have ahweigonly 85g. The hip yaw joints need less torque. They
are powered by DS 8811 servos (190Ncm, 66g). The trunk piich is also driven by a S9152. We augmented all servos
by adding a ball bearing on their back, opposite to the drass. This made a stiff hinge joint construction possiblee T
arms do not need to be as strong as the legs. They are poweH3840 servos (64Ncm, 28g). Two orthogonal servos
constitute the shoulder joint and one servo drives the ejbow.

The skeleton of the robots is constructed from aluminumusibns with rectangular tube cross section. In order to
reduce weight, we removed all material not necessary fbilgya The feet and the forearms are made from sheets obearb



composite material. The elasticity of the feet and the dathe robots walk on, helps to maintain non-degenerate foot
ground contact, even when the supporting foot is not patalkhe ground. The heads of the robots are made of lightweigh
foam.

3 Electronics

(b) (d)
Figure 3: Electronic components used: (a) ChipS12 micrwoter board; (b) attitude sensor; (c) compass; (d) PoBket
with ultra-wide-angle CF-camera.

Jupp and Sepp are fully autonomous. They are powered bydugient Lithium-polymer rechargeable batteries, which
are located in their lower back. Two Kokam 2000H cells perotdbst for about 30 minutes of operation. They can be
discharged with 30A and have a weight of only 110g.

The servos of a robot are interfaced to three tiny ChipS12anantroller boards (see Fig. 3(a)). One of these boards is
located in each shank and one board is hidden in the chesseTuards feature the Motorola MC9S12C32 chip, a 16-bit
controller belonging to the popular HCS12 family. We clotlwith 24MHz. It has 2kB RAM, 32kB flash, a RS232 serial
interface, CAN bus, 8 timers, 5 PWM channels, and 8 A/D caiever We use the timer module to generate pulses of 1...2ms
duration at a rate of 180Hz in hardware. These pulses enbedarget positions for the servos. Up to eight servos can be
controlled with one board. In order to keep track of the dcteavo movements, we interfaced their potentiometersdo th
A/D converters of the HCS12. By analyzing the temporal fimacitire of these signals, we estimate not only the current
servo positions, but also the PWM duty cycles of their motors

In addition to these joint sensors, each robot is equippéld an attitude sensor and a compass. The attitude sensor,
shown in Fig. 3(b), is located in the trunk. It consists of aldaxis accelerometer (ADXL203;1.5g) and two gyroscopes
(ADXRS 150/300+150/300°/s). The four analog sensor signals are digitized with A/Bvesters of the HCS12 and are
preprocessed by the microcontroller. The compass modedeHig. 3(c)), is located in the head of the robot. It is irgeed
to the timer module of the HCS12. Using pulse-width modalatit indicates the robot’s heading direction, relativette
earth’s magnetic field.

The microcontrollers communicate with each other via a CAIN &t 1MBaud and with a main computer via a RS232
serial line at 115KBaud. Every 12ms, target positions fergarvos are sent from the main computer to the HCS12 boards,
which generate intermediate targets at 180Hz. This yiaitsoth joint movements. It is also possible to relax the digit
servos. The microcontrollers send the preprocessed seredings back. This allows keeping track of the robot’sestiat
the main computer.

We use a Pocket PC as main computer, which is located in thst.cihe FSC Pocket Loox 720, shown in Fig. 3(d),
has a weight of only 170g, including the battery. It featlags?OMHz XScale processor PXA-272, 128MB RAM, 64MB
flash memory, a touch-sensitive display with VGA resolutiBiuetooth, wireless LAN, a RS232 serial interface, and an
integrated 1.3 MPixel camera. This computer runs behawatrol, computer vision, and wireless communication. It is
equipped with a Lifeview FlyCAM CF 1.3M that has been fitteditoultra-wide-angle lens. The lens surfaces at the position
of the larynx and looks downwards.

4 Perception

Our robots need information about themselves and the &ituah the soccer field to act successfully. In this sectiom, w
detail proprioception, the visual perception of key obgeantd self-localization.

4.1 Proprioception

On the Pocket PC, the readings of accelerometers and gydgsad to estimate the robot's tilt in roll and pitch directi
For each axis, the gyro bias is calibrated, assuming thatiotervals of 2.4s the integrated bias-corrected gyrosratpial



the difference between the tilts estimated from the acoeleters. Here we assume that, in the long run, the accelézmsne
measure the decomposition of the gravity vector. Combitiveglow-frequency components of the tilt estimated from
accelerometers with the integrated bias-corrected gyes ngelds an estimate of the robot’s attitude that is insigasto
short linear accelerations. We also estimate leg jointes)ghotor duties, and the heading direction (from the cos)pas

4.2 Visual Object Detection

Figure 4: Left: View onto the soccer field captured from a Kim#Sobot. Right: Egocentric coordinates of key objectdl(ba
goal, corner poles) detected in the image.

The only source of information about the environment of alrats is their camera. The wide field of view of the CF-
camera (about 12X 150°) allows them to see at the same time their own feet and okabaige the horizon. Figure 4 shows
on the left an image captured from the perspective of a robdte field.

Our computer vision software detects the ball, the goaéscthiner poles, the field lines, and other players based am the
color. It captures RGB images with a resolution of 32810 pixels. The images are converted into the YUV color space
to decrease the influence of different lighting conditioiifie colors of individual pixels are classified with the piiees
method [15]. We correct for the average brightness and ®dtrkening of the lens towards the periphery. In a multestag
process we discard insignificant colored pixels and det@ored objects. We estimate their coordinates in an egdcent
frame (distance to the robot and angle to its orientaticeyel on the inverted projective function of the camera. Wieco
first for the lens distortion and invert next the affine prdie from the ground plane to the camera plane. The estimated
egocentric coordinates of the key objects are illustratdtie right part of Fig. 4.

These relative coordinates suffice for many relative beidraylike positioning behind the ball while facing the go&db.
implement team behaviors, such as kick-off, we need thetrobordinates in an allocentric framéx( y)-position on the
field and orientatior). In addition to the already mentioned detected objectsfithd lines are used for self-localization.

4.3 Self-Localization

Figure 5 illustrates the detection of the center circle dedfield lines. We use four oriented line detectors to deteirttp
belonging to field lines. The detectors make sure that giepreisent on both sides of the line. The detected line poiats a
aggregated locally to larger line segments. This discgrdaaus responses of the line detectors and allows estim#tie
orientations of the line segments better. The detectedskgeents are transformed into an egocentric Cartesiare fogm
correcting for the lens distortion and the perspective cameojection.

Before we apply the Hough transform to find the best fittingdirior the extracted oriented segments, we locate the
center circle. Whenever large parts of the circle are \asibbthe image, this can impair the line detection. Partsetitcle
can be misclassified as short lines and the circle can patlrdaifect the estimation of the main orientations. To avibiese
problems, we first identify the center circle following thepeoach presented by de Jong et al. [5]. We consider theichdil
line segments and vote for the positions at a distance ofathieis of the center circle, orthogonal to the orientatiothef
segment. By determining the largest cluster of points aedtifl/ing the segments that voted for it, we find the segments
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Figure 5: Detection of field lines. An image captured by a wagkobot is shown on the left. The next part shows responses
of four orientated line detectors. They are used to detéentad line segments, which are mapped into Cartesian agace
coordinates. The center circle is detected and removedrérhaining line segments are mapped into Hough space (right)
where the major orientatiof* is estimated and the main lines are detected.

corresponding to the center circle. To avoid false posidections, we only interpret a cluster as the center dirthe line
segments that voted for it have a large range of orientatibims corresponding segments are eliminated.
The remaining line segments are transformed into the Hopgbes[7] in order to estimate the major orientatiohand
to find the most significant field lines. The Hough transform isbust method to find lines fitting a set of 2D points. It relie
on a transformation from the Cartesian plane in the HoughadionThe following curve in the Hough domain is associated
with a point(z, y) in the Cartesian plane:
p=x-cos(f) +y-sin(h) 1)

Here,p is the perpendicular distance from the origin a@hid the angle with the normal. This curve describes all thedin
that go throughz, y), since each point in the Hough space corresponds to a limeiD Cartesian space.

Usually, each detected line segménty) votes for all bins:(6, p) which fulfill Eg. (1). Since we have already estimated
the orientation of the line segments, we only have to votafemall subset of bins, which reduces the computationascost
In particular, we accumulate its likelihood in the bin@ + ¢, p) that correspond to the estimated orientatiaf a segment.
Here, ¢ indicates that we consider a local neighborhood @fhose bins are also incremented. In this way, we direct the
search towards lines that fit the preestimated orientationsur current implementation, we use a discretizatio?.6f and
6cm for the Hough space. In general, to locate lines in thegH@pace one has to search the entire space for local maxima.
In the RoboCup domain, we only have two possible orthogorahtations for the field lines. This allows us to use a robust
method for finding lines that additionally reduces the cotapianal costs: We can determine the two main orientatigns b
adding the bins correspondingdoanda + 7, with a € [0; Z[ and finding the maximum:

o = argmax Zh(@i,pj) (2)

a=(6; mod %) 0

Finally, we search for maxima in the binse@f anda* + 7, respectively. In this manner, we extract from the Houglcepa
four field lines, two for each main orientation.

The observations of the field lines, the center circle, thalggahe corner poles, and the heading estimate from the
compass are integrated in a particle filter [6] with the mptommands sent to the robot. We compare the observed pasitio
of landmarks with the expected positions of the landmar&sghould be visible from the particle poses. For the fielddin
we use not only the Hough parametéfsp) to assess similarity, but also two parameters that destribegosition and
length. We also apply a motion model that moves the partetesrding to the motion commands sent to the robot. The
particle filter yields an estimate of the robots pé¢sgy, ) on the field. More details can be found in [14].

5 Behavior Control

We control the robots using a framework that supports a tdbyaof reactive behaviors [3]. This framework allows for
structured behavior engineering. Multiple layers that oardifferent time scales contain behaviors of different panxity.

This framework forces the behavior engineers to define attstensors that are aggregated from faster, more basmrsens
One example for such an abstract sensor is the robot’sdstihat is computed from the readings of accelerometers and
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Figure 6: Left: Trajectories for forward walking of robotpju Right: Walking to the front, to the side, and turning.

gyros. Abstract actuators give higher-level behaviorgthesibility to configure lower layers in order to eventuatifuence
the state of the world. One such abstract actuator is thesdbesalking direction, which configures the gait engine ctibed
below, implemented in the lower control layers.

The framework also supports an agent hierarchy. For Jupapg, we use four levels of this hierarchy: individual
joint — body part — entire robot — team. This structure retrinteractions between the system variables and thusesdu
the complexity of behavior engineering. The lowest levetha$ hierarchy, the control loop within the servo, has been
implemented by the servo manufacturer. It runs at about 266Hthe digital servos. We monitor targets, actual posiijo
and motor duties. At the next layer, we generate targetipasifor the individual joints of a body part at a rate of 83z3H
We make sure that the joint angles vary smoothly. To abstraict the individual joints, we implemented here, for exaepl
an interface that allows to change leg extension, leg aagkfoot angle.

On the next higher level, we use this leg interface to impleteennidirectional walking [1]. Shifting the weight from
one leg to the other, shortening of the leg not needed foratmnd leg motion in walking direction are the key ingrexige
of this gait. The left part of Fig. 6 shows the trajectorieagrated for forward walking. Walking to the side and rotgtim
the spot is generated in a similar way. The right side of theréghows image sequences of our robot Jupp walking into the
three basic directions. These can be smoothly combinedrdiiags are able to walk in every direction and to change their
heading direction at the same time. The gait target véetgn,, vg) can be changed continuously while the robot is walking.
This makes it possible to correct for deviations in the datdking direction and to account for changes in the envinent
by using visual feedback. When using this flexible gait, tteximal forward walking speed of the robots is approx. 15¢m/s
but they walk slower in the vicinity of obstacles and the bsle used omnidirectional walking to implement some soccer
skills, like approaching the ball and dribbling. In additito walking, we implemented kicking, obstacle avoidance] a
defensive behaviors.

Since in soccer games physical contact between the robatsaiidable, the walking patterns are disturbed and the
robots might fall. Hence, they must be able to detect thetfallecognize their posture on the ground, and to get baolaimt
upright posture. After falling, the robot’s center of ma€©M) projection to the ground is outside the convex hull spEgh
by the foot-contact points. Additional support pointseliknees, elbows, and hands, must be used in order to move tie CO
back inside the foot polygon.

Using their attitude sensors, the robots detect a fall siflathe prone or supine posture and trigger the correspondi
getting-up sequence. We designed the getting-up sequantessimulator using sinusoidal trajectories [13]. Figligs-
trates the four phases of getting up from the prone postune. dynamic phase Ill is shown in Fig. 8. Fig. 9 and Fig. 10
illustrate getting up from the supine posture. The gettipgsequences work very reliably. Under normal circumstsyice
appropriate battery voltage, the routines worked with 18fzesses in 100 tests. They were also crucial in the 2 vs. 2giam
because the robots could continue play after a fall.



Phase I. Lift the trunk and bring the forearms under the shoulders.

Phase Il. Move the COM projection as close as possible to the leadigg®df the feet by bending in the spine, the
hip pitch and the knee joints.

Phase lll. Straighten the arms to let the robot tip over the leading sdf¢he feet.
Phase IV. Bring the body into an upright posture.

(a) —1l— (b)) —U— () —Wl— {d —IVv— (e)

Figure 7: (a)-(e) Starting and end positions of phases I-Rémstanding up from the prone posture.

Figure 8: Dynamic phase Il of getting up from the groundtatgrfrom the prone posture.

Phase I. Move the upper body into a sit-up posture and move the arrosaistipporting position behind the back.
Phase II. Move into a bridge-like position using the arms as support.

Phase Ill. Move the COM over the feet by swinging the upper body to thatfro

Phase IV. Move the body into an upright posture.

() —l— (b —I— () —ll— (d —NVN— (e

Figure 9: (a)-(e) Starting and end positions of phases I-hémstanding up from the supine posture.

Figure 10: Dynamic phase 1l of getting up from the groundtsig from the supine posture.



6 Infrastructure

In addition to the robots themselves, some infrastructanegonents are needed to support a team of soccer playingsrobo
They include wireless communication and a simulator.

6.1 Wireless Communication

The Pocket PCs of our robots are equipped with wireless n&tadapters. We use the wireless communication to transmit
via UDP debug information to an external computer, wherg ibgged and visualized. This allows the behavior engineers
to keep track of the perceptions and the chosen actions. Treéess network is also used for transmitting the game state
(kickoff, penalty ...) from the external PC to the robots.eTbbots communicate with each other to share perceptians. F
example, if one robot does not see the ball, it might use tH@bservation of its teammate to find the ball again.

The importance of team behaviors is still low in the Humaradgue, as only 2 players per team have competed so far.
In Osaka 2005, most teams assigned one player to keep thelgaabnd used the other player as field player. For 3 vs. 3
demonstration games, which are scheduled for the RoboCBpeimen 2006, we plan to implement some role negotiation
between the players. This team behavior will be similar totdam behaviors that we tested at German Open 2005 with the
RoboSapien robots. For example, it will prevent multiplbats from taking the initiative to approach the ball.

6.2 Simulation

In order to be able to design behaviors without access toeidlehardware, we implemented a physics-based simulation fo
the robots. This simulation is based on the Open Dynamic$ner{@?]. It was very helpful for the design of getting-up
behaviors, goalie behaviors, and team behaviors. The atorik also used to develop learning algorithms, which lzea t
applied to the real robot.

7 Results

Our robots performed well at RoboCup 2005, where 20 teanms fiiae countries competed in the Humanoid League. Two
photos from the competition are shown in Fig. 11.

In the technical challenge, where the robots had to wallosiaround three poles and to kick the ball against a fourth
pole, we came in second (Jupp) and third (Max). Jupp and Seppdthe second highest number of goals in the KidSize
penalty kick competition. Max won the penalty kick competitin the TeenSize class 3:0 against Aria (Iran). In the K2dS
class, we reached the final in the 2 vs. 2 soccer games, atfangieholder Team Osaka [16]. The exciting game ended
2:1 for Osaka. In the overall Best Humanoid ranking, we camseicond (KidSize) and third (TeenSize), next only to
Team Osaka. Videos showing the omnidirectional walking tedgetting up of our robots, as well as their performance at
RoboCup 2005 can be foundtatp://www.NimbRo.net/media.html.

8 Conclusions

This paper described the mechanical and electrical dedigmirorobots, which successfully took part as team NimbRo
at the RoboCup 2005 competitions. We detailed the softwseel for perception, behavior control, communication, and

Figure 11: RoboCup 2005. Left: 2 vs. 2 KidSize final (Jupp aadof team NimbRo vs. Team Osaka). Right: TeenSize
penalty kick (Max of team NimbRo vs. Aria).



simulation.

Playing soccer with humanoid robots is a complex task, anditvelopment has only started. So far, there has been
significant progress in the Humanoid League, which movetsifeiv years from remotely controlled robots to soccer games
with fully autonomous humanoids. Indeed, the Humanoid uedg currently the most dynamic RoboCupSoccer league. We
expect to see the rapid progress continue as more team$@ladague. Many research issues, however, must be resolved
before the humanoid robots reach the level of play shown lieroRoboCupSoccer leagues. For example, the humanoid
robots must maintain their balance, even when disturbedre@tly, we are working on postural reflexes, which should
minimize the number of falls.

In the next years the speed of walking must be increasedisigmily. We work on automatic gait optimization to increase
both speed and stability. At higher speeds, running wildmee necessary. We recently started to explore this direclibe
visual perception of the soccer world must become more tadgeinst changes in lighting and other interferences. We
continuously improve our computer vision software to makeare reliable.

Among the biggest challenges when designing a team of sptagng robots is the integration of subsystems. While it
is not that hard to develop a vision system or to implemenking| it is not easy to operate these components simultaieou
within a humanoid robot. The weight and power consumptiothefcomponents plays a role that should not be underesti-
mated. High reliability of all parts, as well as the handloigxceptions are indispensable in order to survive a gartieowi
breakdowns. As the performance of the system is not detedhig the strongest component, but by the weakest link in the
chain, this component deserves our attention in futurearebe
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