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Abstract— We propose a 3D obstacle avoidance method for
mobile robots. Besides the robot’s 2D laser range finder, a Tie-
of-Flight camera is used to perceive obstacles that are not ithe
scan plane of the laser range finder. Existing approaches tha
employ Time-of-Flight cameras suffer from the limited field-
of-view of the sensor. To overcome this issue, we mount the
camera on the head of our anthropomorphic robotDynamaid.
This allows to change the gaze direction through the robot’s
pan-tilt neck and its torso yaw joint.

The proposed obstacle detection method is robust against
kinematic inaccuracies and noise in the range measurements
The gaze controller takes motion blur effects into account ad
controls the gaze depending on the robot's motion and the
obstacles in its vicinity.

In experiments, we demonstrate that our approach enables
the robot to avoid obstacles that the laser range finder can rto
perceive. We also compare our active gaze control strategyith
a fixed gaze orientation.

. INTRODUCTION

Obstacle avoidance is an elementary capability for aiyig. 1. The anthropomorphic service robot Dynamaid [3]. Toieot has
tonomous mobile robots to safely navigate in dynamic envin anthropomorphic upper body with a yaw joint in its torsd anmovable
ronments. For this task, 2D laser range finders are the md§gd on @ pan-tiit neck. Besides the ToF camera on its heacequiipped

! . with a Sick LMS 300 laser range finder on its base.
popular sensors. However, such a sensor provides only a two-

dimensional distance profile of the environment in its scan

plane and hence objects below or above the scan plane Ggfkides the ToF camera, the robot is equipped with a Sick
not be perceived. To overcome this issue, sensor modalitiefis 300 |aser range finder (LRF) on its base. Fig. 2 shows
are required that gain dense three-dimensional measutemen -ap drawing of the robot with the sensors and their

of the environment. _ _ _ complementary FoVs.

Time-of-Flight (ToF) cameras provide such information. prom the ToF camera’s depth image, obstacle points are
They are compact, lightweight, solid-state sensors whicfietected and composed toviatual scan Complementary to
measure depth to reflective surfaces at a high frame rate apd measurements of the 2D LRF. thistual scanis used
are therefore ideally suited for mobile robots. They employ, aygig obstacles that are not in the scan plane of the LRF.
an array of LEDs that illuminate the environment Withgychyirtual scanscan be easily incorporated into methods
modulated near-infrared light. The reflected light is reedi 5t have been designed for 2D LRFs.
by a CCD/CMOS chip for every pixel in parallel. Depth rpis paper is organized as follows: Sec. Il summarizes
information is acquired by measuring the phase shift of thgy|ateq work in the field of obstacle avoidance, especially
reflected light. The use of ToF cameras has been studied [, ToF cameras. In Sec. Il and IV we describe our main
various fields of robotics, also for obstacle avoidance[Pll, conriputions: a method for obstacle detection using ToF

Main limitations of this sensor are its limited measurement, aras and an approach to active gaze control. We evaluate
range, measurement inaccuracies, and its restricteddfeld- , ,, approach in experiments in Sec. V

view (FoV).
To overcome the sensor’s limited FoV, we propose a II. RELATED WORK
3D obstacle avoidance method that incorporates active gaz

control to focus attention to the most relevant regions. W, s S
. , [6]) due to their high measurement range and precision.
mount the camera on the head of our anthropomorphic rob
owever, they suffer from low frame rates and wear of

Dynamaid [3]. This enables the robot to change the gaze . . .
2 . : . . 2~ “mechanical moving parts. For this reason, ToF cameras have
direction through its pan-tilt neck and its torso yaw joint.

attracted attention in the field of robotics since their imi@n

All authors are with the Autonomous Intelligent Systems @xoUniver-  N€arly a decad_e ago. o
sity of Bonn, Germany. Email: droeschel@ais.uni-bonn.de One of the first robotic applications of ToF cameras was

%o far, 3D LRFs are mostly used for 3D perception ([4],
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Fig. 3. (a) The generateueight image The grayscale value of every pixel
corresponds to the-coordinate of the respective point in the point cloud.
(b) The resulting obstacle points (red).

A further error effect are so-called jump-edges at object
ndaries. Th n xamini i
Fig. 2. CAD drawing of our robot and visualization of the figlfiviews bo_u daries ey ca be d.etECted by examining loc?'l plxel
(FoV) of the sensors. The ToF camera measures dense deptharraav ne|ghborh00(_ds. We deteCt_Jump'queS when two points ap-
FoV (green cone), while the laser range finder measures ira slane  proximately lie along the line-of-sight of the camera [11].
(red). Small obstacles below the laser scanner's measutepine can be  gince this jump-edge filter is sensitive to noise, we app|y a

erceived by the ToF camera. Its narrow FoV requires to elgticontrol . . .
fhe gaze. Y a " median filter to the distance values beforehand.

B. Detection of Obstacle Points

published in 2004. Weingarten et al. [1] used a CSEM SR- For obstacle avoidance, the 3D range image needs to be
2 ToF camera prototype for basic obstacle avoidance asggmented into points on the drivable floor and obstacles.
local path planning. They demonstrate that the use of To¥uan et. al. [2] and Weingarten et. al. [1] simply threshdid t
cameras improves obstacle avoidance. They mention thaight of a point above the floor plane to separate obstacles
some objects are not perceived due to the limited FoV. Theirom the floor. However, measurement noise and kinematic
camera was mounted statically on the robot. inaccuracies result in erroneous segmentations. Instead,
Also, Yuan et al. [2] applied a ToF camera for obstacleonsider the local neighborhood of a point in the range image
avoidance. They used the camera to buildréual laser[7]  for segmentation.
which is used in addition to the laser scan of a laser range Fig. 4(b) shows a typical example of a filtered point cloud
finder for obstacle avoidance. Their approach also suffetaken in an indoor scene. We transform the filtered depth
from the limited FoV of the sensor. Besides mounting theneasurements to the robot reference frame which origin we
ToF camera in a fixed orientation, both approaches usedgfine in the center of the base in floor height. The colors
simple height filter to segment measurements into floor amf the points correspond to the distance of a point from the
obstacle points. We detect points on obstacles at locahheigsensor, brighter colors relate to shorter distances. Flosn t
peaks. point cloud we build eheight imageas shown in Fig. 3(a).
Seara et al. [8], [9] have proposed a gaze control scherdepoint p; ; is classified as belonging to an obstacle, if
for their visually guided humanoid robot. The cameras are

mounted on a movable head. Their approach to active gaze (Wmax — Whin) > €m, (1)
control arbitrates two concurrent objectives, i.e. olstac
avoidance and self-localization. where Winax and Wpin are the maximum and minimum
height values in a local window/, spanned by the Moore
1. SENSOR DATA PROCESSING neighborhood aroung; ;. The thresholdy thereby corre-

sponds to the minimum tolerable height of an obstacle. It
Our approach to obstacle detection proceeds in three ma{Beds to be chosen appropriately since it cannot be smaller
steps: In a pre-processing stage, we filter mismeasuremefHgn the sensor’s measurement accuracy. Due to evaluating
out of the ToF data. Then, we detect points on obstacles finoint's local neighborhood, floor points are inherently no

the filtered data, especially at the object boundaries. @& | considered as obstacles. The result of this filter is shown in
step builds avirtual scanfrom the obstacle points. Fig. 3(b).

A. Filtering C. Extraction of Virtual Scans

Measurements of ToF cameras are subject to several errof~rom the set of obstacle points a two-dimensiorigual
sources [10]. From the image, we filter out measuremensganis extracted. The number of range readings, the apex
with low amplitude, as these indicate either highly noisyangle, and the resolution of thértual scanare determined
measurements of poorly reflecting objects or measuremetttg the ToF camera’s specifications. For the SR4000, the
of objects beyond the ambiguity range of the camera. number of range readings is 176, which is the number of



. . . IV. GAZE CONTROL
T Vﬁiisliz,ef i Compared to 2D laser range finders, the field-of-view of
1} 4 ToF cameras is rather limited.3° vs. >180°). Practically,

obstacles in the robot’'s immediate vicinity can only be

05 - ] perceived when lying directly along the line-of-sight. Tig
oL i all obstacles not falling into the robot’s gaze directiomfica
potential source of collision. This poses the question am ho
0.5 - b to adapt the robot’s gaze direction to keep all relevanoneg)i

in sight or at least to check, in regular intervals, whether o
not the respective region can be traversed by the robot.
15 - Keeping relevant objects in the sensor’s limited field-of-
view is the primary function of the proposed gaze controller
. . . . . . . If no obstacle is present in the robot's immediate vicinity,
2 4 0 1 2 3 4 5 6 it should orient the camera along its movement direction
for being able to react to sudden dynamic changes, like
Fig. 5. Comparison of the resultingrtual scan (red line) of the scene for instance people passing by. However, if an obstacle is
with the scan from the I_aser range _finder (dashed green linghe pase detected the robot should keep track of that obstacle in
Lﬁiﬂ;ﬁgﬂ&?'i’hﬂ‘iﬁgf"r legs are visible, whereas/eal scanoutines o o tq avoid collisions while still observing potentiddks
in its movement direction. That is, we need to adapt the
gaze direction regularly by successively moving it from one
relevant region to the next.
columns in the image array. The apex angle and the angularAnalogous to changes in the gaze direction of the human
resolution aret3° and0.23°. eye, we refer to these kind of motionsseccadesWe define
the gaze direction as a vectgr= (g® g¥ g*)7 representing

% point in space that lies in the center of the sensor’s field
the obstacle point with the shortest Euclidean distanchdo tofrz/iew P

robot is chosen. This distance constitutes the range in the

scan. If no obstacle point is detected in a column, the sc#h Gaze Directions

point is marked invalid by setting it to the maximum range We distinguish between two kinds of gaze directions from
of the sensor. which the controller can choose from — namely théving

Fig. 4(a) shows an example scene of an indoor envirof@zedirectiong,, andobstacle gazelirectionsg, pointing
ment. The point cloud which results from the ToF cameraoWards closest obstacles.
depth image is shown in Fig. 4(b). The color of the points 1) Dr|V|r_19 Gaze Dlr,ectlc_)n_gd: I_n order to keep ”"’?C" of
corresponds to the distance, brighter color relates toteshor()bsmwle_S in the robot's dr|V|_ng direction and for beingeabl
distances and darker color to farther distances. The res{ffPercelve _suddenly appearing ob_stacles, the gaze vggtor
of the filtering and the obstacle detection step is depicteQP"esF’ond'ng to the driving dlr¢CtI0r1TsoIer depends @ th
in Fig. 4(c). Points with a low amplitude are removed fronfurrent translational velocitiesv™ v¥)! and the rotational

the cloud. Obstacle points are marked white and the obstat\ﬁ‘éloc'ty w:

points that contribute to thertual scanare marked red. The [ga” cosfw —sinfw 0 Ao ve

remaining points are marked green. ga’ | =a|sinfw  cosfw 0 (ﬂ + 'y) VY
g4* 0 0 1 vl 0

The resultingvirtual scanof the scene is compared with
the scan from the laser range finder in Fig. 5. The base laserwherednin is the minimum distance in front of the robot,
scan is illustrated by the dashed green line. The red lif8at can be perceived. The constantsand 3 as well as
illustrates thevirtual scan The chair shows only a few points the offsety can be adjusted according to a specific robot
in the scan from the laser range finder, since only the legdatform. The offsety > 1 can be adapted to prefer the
of the chair are in the scan plane, whereaswinial scan Perception of obstacles being farther away from the robot,

outlines the contour of the chair. e.g., when driving fast.
2) Obstacle Gaze Directiorg,: For keeping track of

Similar tc_) the base laser scan, the_ virtual scan is agingest obstacles not lying in the robot’s driving direntia
cumulated in an occupancy grid that is used by the loc%'aze direction candidatg, = (go” go" go”)” is generated

planner. Theforgettingrate of measurements in the virtualy, o hoints towards the closest obstacle in the occuparidy gr
scan depends on the orientation of the head. Measurements

within the field-of-view of the ToF camera are forgottenB- Saccade Selection

faster than measurements outside the field-of-view. Far thi Depending on the distanag to the closest obstacle and
purpose, we calculate the view-frustrum for the currendheahe timet that the obstacle was last detected in the field-
orientation byfrustrum culling a technique that stems from of-view, the gaze controller chooses eithlgr or g, as gaze
3D computer graphics [12]. vector.



@ (b)

Fig. 4. (a) An example scene of an indoor environment. (b) pdiat cloud which results from the ToF camera’s depth imdde color of the points

corresponds to the distance, brighter color relates toteshdistances and darker color to farther distances. (c)rékelt of the filtering and the obstacle
detection step. Points with a low amplitude are removed ftioenpoint cloud. Obstacle points are marked white and théaolespoints that contribute to
the virtual scanare marked red. The remaining points are marked green.

expected, the laser range scan accurately represents the
B {go, d<epandt> ey @) environmental structures intersecting its scan plane edwer
g4, otherwise. not a single measurement has been taken on the surface of
_ ) ] one of the test objects (black circles). As a consequence,
whereep is the distance threshold that defines an obstacife ropot collides with the objects as can be seen in the
ascloseander is a time threshold. The time threshalg¢  otted trajectory (red line). Instead of swerving arouhd t

prevents the robot from keeping the gaze fiX{:\ted at a Clo%%stacles, the robot takes the shortest path leading itttire
obstacle. In the following experimentg, = 1m is used. through the obstacles.

C. Motion Blur and Dropping Frames In the second experiment, the information from both

Since the acquired sensory information is heavily affectef€NSOrs is used. That is, the local path planner is fed with
by motion blur when rotating the camera, we keep tracRoth the 2D laser range scan and _thﬂual scanextracted
of the head orientation and neglect depth images whdfPm the 3D camera data. That is, we use the obstacle
considerable changes are detected. Furthermore, we k(_g;%ectlon mgchanlsm from Section IlI bl_Jt not the active gaze
the gaze direction constant for a tirfieafter each saccade, €ONtrol- Again, the robot first takes the direct path to thalgo
where T’ corresponds to the sensor’s data acquisition ratdNat is. it moves a straight line until the first object get®in
That is, we a) wait until the camera is no longer rotated an} e field-of-view of the SwissRanger camera. The first object

then b) wait until at least one depth image has been captur@ddete‘:ted and the robot successfully avoids first coflisio

in this static setup. However, by making the dgtour, thg ropot is Iaterally orent
to the second object while following its path. This causes
V. EXPERIMENTS AND RESULTS that the second object does not get into the sensor’s field of

To evaluate the proposed approached, we set up a mininYigw and the robot col_lides. The trajectory _o_f th_e robot as
benchmark environment of siZen x 4m. In each experi- W_eII as data from the different sensor modalities is shown in
ment, the robot is commanded to move from one side &f9- 7()-
the area to the other. In order to test the obstacle detectionin the final experiment, both the obstacle detection using
mechanism and the active gaze control, a set of objects hh& ToF camera and the active gaze control are used. It is
been used to setup a test scenario. We evaluated our approexpected that by making multiple saccades during the rebot’
in three individual experiments. What is examined in thesmovement, both the closest objects in its vicinity as well as
experiments is the applicability of the obstacle detectiothe obstacles appearing in its driving direction are detéct
mechanism and its integration into, respectively, locahpa and avoided. As is shown in Fig. 7(b), the robot adapts its
planning and reactive collision avoidance. trajectory and the followed path respectively. That is,hbot

The setup for this experiment series is the following: Twabstacles are successfully detected. The green vectaestrefl
obstacles are placed in front of the robot with a distancthe behavior of the gaze controller, switching between the
of 180c¢m between each other. The first object is a whitgobot’s movement direction and adjacent regions of the en-
cubic box with a side length ofOcm. The second object vironment. As soon as an obstacle is detected the robot tries
is a beverage can with a diameter ®&fm and a height of to keep track of it, by periodically re-checking the respect
10ecm. Both objects do not interesect the two-dimensionalegion. If a previously detected obstacle has not been in the
measurement plane of the laser range finder in a height fiéld-of-view for a certain time, the robot makes a saccade
27cm and require for 3D information in order to get detectedswitching between the driving directigqy and the respective

Fig. 6 shows the result of the first experiment where thebject gaze vectag,. The resulting trajectory shows that the
robot was solely using the geometric information acquiredombination of the obstacle detection mechanism together
with the 2D laser range finder (dashed blue lines). Awith the active gaze controller allow for adequatly detagti
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B. Future Work

The experiments show that this simple gaze controller
generates gaze vectors that are probably redundant. Since
each saccade consumes time due to the duration the actuators
need to orient the sensor and the delay that is necessary to
minimize motion blur, a more sophisticated gaze controller
could be formulated. In future work, a gaze controller that
predicts an optimal gaze orientation for a given situatias h
to be investigated, maximizing the information gain for the

(1]

Fig. 6. The robot’s trajectory with the laser range findeelolThe dashed  [2]

blue line depicts the scan of the laser range finder mountetth@mobot's
base. The two obstacles are depicted by the black circlese3he objects
are below the scan plane the robot collides with them, dyivanstraight
trajectory to the goal.

(31

and reacting to obstacles. 4]

VI. CONCLUSIONS AND FUTURE WORKS
[5]
A. Conclusions

In this work we present an approach for 3D obstacle avoid-
ance using a Time-of-Flight camera. With this sensor, our
method can perceive obstacles that could not be measured in
the scan plane of the laser range finder. The ToF camera g
mounted on the head of our robDynamaidwhich allows
to actively change the orientation of the sensor. It extends
previous work, where the camera was mounted in a fixegy
orientation.

The proposed obstacle detection method is robust against
kinematic inaccuracies and noise in the range measurements
The gaze controller takes motion blur effects into accountsl
and controls the gaze depending on the robot’s motion and
the obstacles in its vicinity. [9]

In experiments we demonstrate that the robot is able to
avoid obstacles that are not perceived by the laser range
finder. The experiments have been carried out with a fixedo]
gaze orientation and our active gaze control strategy which
orients the sensor depending on the robot's driving dioecti [11;
and the distance to obstacles. A fixed gaze orientation lets
the robot collide with an obstacle that it approaches Ititera
In contrast, the active gaze control lets the robot avoid thegy;
obstacle.

Our approach is mainly limited by the sensor’s inaccura-
cies in depth measurements. Especially on a poorly reftpctin
floor, small objects cannot be distinguished from the floor.
Another limitation is the motion blur effect and the resutfi
data acquisition delay between saccades that limit thet'®obo
performance, i.e. the maximal rotational and translationa
driving velocities.

possible gaze orientations.
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Fig. 7. The robot's trajectories, using the informationnfirthe virtual scanis fused with the scan from the laser range finder. In (a) tineeca orientation
(green arrows) is fixed. The robot avoids the first obstaal¢ cbllides with the second obstacle. (b) shows the restiltsinexperiment with active gaze
control. The resulting trajectory shows that the robot gaigs around the obstacles without a collision.



