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Abstract. UAV trajectory planning is often done in a two-step ap-
proach, where a low-dimensional path is re�ned to a dynamic trajectory.
The resulting trajectories are only locally optimal, however. On the other
hand, direct planning in higher-dimensional state spaces generates glob-
ally optimal solutions but is time-consuming and thus infeasible for time-
constrained applications. To address this issue, we propose δ-Spaces, a
pruned high-dimensional state space representation for trajectory re�ne-
ment. It does not only contain the area around a single lower-dimensional
path but consists of the union of multiple near-optimal paths. Thus, it
is less prone to local minima. Furthermore, we propose an anytime algo-
rithm using δ-Spaces of increasing sizes.

We compare our method against state-of-the-art search-based trajectory
planning methods and evaluate it in 2D and 3D environments to generate
second-order and third-order UAV trajectories.

1 Introduction

In recent years, unmanned aerial vehicles (UAVs) have gained increasing interest
for practical usage in many di�erent �elds like industrial inspection, agriculture,
search & rescue, and delivery. Due to their ability for agile �ight and high veloc-
ities, UAVs have huge potential for time-critical applications, e.g., in disaster-
response scenarios. When �ying close to obstacles, the systems' dynamics have
to be considered during trajectory planning.

Liu et al. [1] directly incorporate UAV dynamics into a global planner. They
use high-dimensional state lattices, from which they extract the optimal tra-
jectory using A* and a heuristic based on the solution of a Linear Quadratic
Minimum Time problem. Such approaches become infeasible for large environ-
ments, however, since searching high-dimensional state spaces is computationally
expensive. Thus, a reduction of the state space size is necessary, either explicitly
via pruning or implicitly using more informed search heuristics [2].

Many existing methods reduce the computational load by splitting the trajec-
tory planning problem into two parts. A lower-dimensional geometric path can
e�ciently be found using search-based [3] or sampling-based [4] planners. After
choosing an initial time allocation, this path can be re�ned to a high-dimensional
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Fig. 1: Re�ning a 2D path (grey) to a dynamic trajectory. The blue trajectory
is obtained by planning in a tunnel around the 2D path. The green trajectory is
obtained by planning in the δ-Space (black dots). Although the green trajectory
is more distant to the shortest 2D path, it can be tracked at higher velocities
and has thus a shorter �ight time.

dynamic trajectory [5]. To optimize the smoothness of high-dimensional trajec-
tories, multiple methods haven been proposed, including gradient-based optimiz-
ers [6,7], B-splines [8], and neural networks [9]. These approaches only locally
optimize the trajectory and are prone to local minima, however. The shortest
geometric path towards the goal is not necessarily a good initialization for tra-
jectory optimization, especially when it contains many turns or if we consider
non-static initial states. A longer path might suit the UAV dynamics better,
allowing higher velocities and thus resulting in shorter �ight times.

In this work, we propose a method where the high-dimensional trajectory
generation is not guided by a single shortest path but multiple near-optimal
paths are considered. For this, we introduce the δ-Space, a set of paths whose
length is within a certain sub-optimality bound δ. The motivation behind this
de�nition is visualized in Fig. 1. By allowing larger deviations from the shortest
low-dimensional path, we �nd trajectories that can be tracked at higher velocities
and reduce the risk of local minima. Additionally, our method considers the
structure of the environment and can e�ciently prune dead ends, which is not
possible if a tunnel with large radius around a single low-dimensional path is
used.

In summary, the main contributions of this paper are:

� the introduction of δ-Spaces to prune high-dimensional state spaces while
reducing the risk of local minima,

� an anytime algorithm allowing to iteratively increase the size of the δ-Space,
� and the application to second-order and third-order dynamic trajectory plan-
ning for UAVs, including an e�cient search heuristic that reuses information
from the δ-Space construction.
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2 Related Work

Several approaches to reduce the size of high-dimensional state spaces have been
proposed. A common method is to restrict the high-dimensional search to the
vicinity of the solution of a lower-dimensional problem representation. For exam-
ple, this can be done by only considering high-dimensional states, whose position
components lie within a tunnel around a previously computed geometric path
[10]. Such approaches are prone to local minima, however. The high-dimensional
search might not even �nd a solution due to kinodynamic constraints if the
tunnel size is too small.

Instead of pruning the state space, the solution of a lower-dimensional prob-
lem formulation can be used as a heuristic to guide the high-dimensional search.
MacAllister et al. [11] solve a simpli�ed spatial path-planning problem using
breadth-�rst search to guide the planning, but they only consider 4D state lat-
tices. Liu et al. [2] proposed to iteratively compute �rst-, second- and third-order
UAV trajectories, where the lower-dimensional solution is used to guide the next-
higher dimensional trajectory. This ensures that a solution can be found since
large deviations from the low-dimensional trajectory are discouraged but pos-
sible. The resulting trajectories are no longer globally optimal, however. One
approach to address the local minima problem of hierarchical methods was in-
troduced by Ding et al. [12], who proposed a global B-spline-based kinodynamic
search algorithm.

Another approach is to reduce the state space size globally using multireso-
lution. Du et al. [13] perform multiple A* searches in parallel, each at a di�erent
resolution of the state space. This approach has been extended to an anytime al-
gorithm by Saxena et al. [14]. The idea of multiresolution has also be considered
in combination with high-dimensional state lattices. González-Sieira et al. [15]
adapt the resolution of a state lattice locally to the environment. This is done by
grouping motion primitives that represent similar actions and considering only
the longest collision-free primitive from each group. Schleich and Behnke [16]
apply the idea of local multiresolution [17] to state lattices for faster replanning
of dynamic UAV trajectories.

Besides the resolution, the state dimensionality can also be adapted to accel-
erate the planning. Gochev et al. [18] represent the state space locally at di�erent
dimensionalities. This allows them to only use high-dimensional state represen-
tations when necessary, i.e., in narrow areas of the environment, and to plan in
a lower-dimensional space otherwise. Gochev et al. [19] extend this method with
an incremental version of weighted A* to achieve a better performance. Vemula
et al. [20] apply adaptive dimensionality to the problem setting of path planning
with dynamic obstacles.

In this work, we propose a state space pruning technique similar to the tun-
nel method [10] but use multiple lower-dimensional paths to determine which
high-dimensional states are pruned. This makes our method less prone to lo-
cal minima. Additionally, we can iteratively increase the size of our state space
e�ciently in an anytime fashion to further improve the solution quality.
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3 Method

Applying search-based planning methods to high-dimensional state spaces is
computationally expensive. Thus, many methods reduce the complexity of such
search problems by projecting the high-dimensional robot state onto a lower-
dimensional space, where a solution can be found with less e�ort. This low-
dimensional solution can then be used to accelerate high-dimensional planning,
either by guiding the search or by pruning the state space. In the context of
UAV trajectory planning, the �rst step usually consists of �nding an optimal
spatial path without dynamic consideration. Here, optimality is usually de�ned
as minimizing the path length. However, if the shortest path contains many
turns, it can only be tracked by the UAV at low velocities. A longer path might
suit the UAV dynamics much better and can lead to shorter �ight times. Thus,
the high-dimensional trajectory generation should not be guided by a single
shortest path. Instead, we propose to use the δ-Space, i.e., the union of all
paths whose length is within a sub-optimality bound δ. The high-dimensional
trajectory search can then be restricted to states whose position components are
part of this space. In Sec. 3.1, we give a formal de�nition of the δ-Space and how
it is used to solve high-dimensional search-problems.

The choice of δ signi�cantly in�uences the performance of the proposed
method. A small value results in fast planning times but yields only locally
optimal solutions. When choosing high values, the search is less prone to local
minima, but planning times are increased. In Sec. 3.2, we propose an e�cient
method how to iteratively increase δ while reusing the previous search results.
Thus, an initial result can be found quickly using a small value of δ and the
obtained solution can be subsequently improved in an anytime fashion.

Finally, we point out that δ-Spaces cannot only be used to prune high-
dimensional state spaces. When generating the δ-Space, we already explore the
structure of the environment. The obtained information can be integrated into
a search heuristic to guide the higher-dimensional planning. Since this depends
on the speci�c problem setting, we present an example for such a heuristic in
Sec. 3.3, which describes the application of δ-Spaces to dynamic UAV trajectory
planning.

3.1 δ-Space De�nition

We consider a planning problem with a set of high-dimensional robot states
Sh, valid state transitions Eh ⊂ Sh × Sh, a cost function ch : Eh → R≥0, an
initial state s, and a goal state g. A trajectory Th,s 7→g from s to g is a sequence
(s0, . . . , sn) with (si, si+1) ∈ Eh, s0 = s, and sn = g. The cost of a trajectory is
de�ned as the sum of the individual state transition costs, i.e.,

Ch(Th,s7→g) :=
n−1∑
i=0

ch(si, si+1). (1)
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We are interested in �nding a trajectory T opth,s 7→g minimizing these costs. In the

following, we use the shorthand notation Ch(s, g) := Ch(T opth,s 7→g) for the costs of
an optimal trajectory from s to g.

To support the planning, we additionally de�ne an abstract, lower-dimen-
sional problem representation, consisting of states Sl, transitions El ⊂ Sl × Sl
and costs Cl : El → R. A high-dimensional robot state can be transformed into
an abstract one using the projection π : Sh → Sl.

For a given instance of the planning task, we de�ne the δ-Space Sδl as

Sδl := {sl ∈ Sl | Cl(π(s), sl) + Cl(sl, π(g)) ≤ Cl(π(s), π(g)) + δ} . (2)

Note that this de�nition depends on the speci�c start and goal states of the
current planning instance.

For solving the higher-dimensional planning problem, we restrict the state
space to states for which the corresponding abstract state is part of the δ-Space.
Thus, we consider the pruned state space

Sδh :=
{
sh ∈ Sh | π(sh) ∈ Sδl

}
. (3)

Additionally, we de�ne the closure Sδh of this set as the set of all states that can
be reached from Sδh, i.e.,

Sδh :=
{
s1 ∈ Sh | ∃s0 ∈ Sδh : (s0, s1) ∈ Eh

}
. (4)

Correspondingly, we de�ne the set of possible state transitions

Eδh :=
{
eh := (s0, s1) ∈ Eh | s0, s1 ∈ Sδh

}
(5)

and
Eδh :=

{
eh := (s0, s1) ∈ Eh | s0, s1 ∈ S

δ

h

}
. (6)

To ensure that only states from Sδh are considered during planning, we adjust
the cost function to be

cδh(eh) =

{
ch(eh), if eh ∈ Eδh
∞, otherwise.

(7)

States from the boundary of the state space, i.e., from Sδh \ Sδh, are only needed
for the anytime planning algorithm in Sec. 3.2 to determine possible states that
will be added to the search space when increasing δ.

Although the de�nition of the δ-Space can be applied to continuous state
spaces as well, we restrict ourselves in this work to discretized states. Thus, we
can cast planning as graph search. After the δ-Space is constructed, the high-
dimensional trajectory can be generated by using graph search algorithms like

A* on the state lattice graph Gδh(S
δ

h, E
δ

h) consisting of nodes Sδh and edges Eδh.
To construct the δ-Space, we solve the lower-dimensional planning problem

using A* search. According to (2), for each state sl ∈ Sl, we need to know both
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(a) Forward search (b) Backward search

Fig. 2: Lower-dimensional A* searches to calculate the δ-Space. The start state
is marked with the blue circle. The nodes forming the δ-Space (black dots) are
expanded by both forward and backward search. The blue line is thereby the
shortest path.

the cost from the start state to sl as well as the cost from sl towards the goal.
Thus, we use two searches, one forward search from the start and one backward
search starting at the goal, as shown in Fig. 2. These searches are independent
of each other and can be parallelized for a better performance. If a state sl has
been expanded by both searches, we can easily decide whether it belongs to
the δ-Space by checking the criterion (2). To �nd all states of the δ-Space, we
slightly adjust the A* algorithm: The f -value of a state s′ is de�ned as the sum
of the cost from start to s′ and an heuristic value h(s′) estimating the remaining
cost-to-go. If the heuristic function h used for the A* search is admissible, f(s′)
represents a lower threshold on the costs of an optimal trajectory containing s′.
Thus, after �nding the optimal trajectory T optl,π(s)7→π(g), we extract its costs and

continue to expand states until the next state to be expanded has an f -value
exceeding Cl(T optl,s7→g)+ δ. For an admissible heuristic, we thus can ensure that all
states of the δ-Space are expanded by the forward and backward searches.

3.2 Iterative δ-Spaces

In general, a small δ results in low planning times. However, larger values of
δ are necessary to avoid local minima. In this section, we describe an anytime
planning algorithm for the case where a planning time limit is set, e.g., when
replanning at a �xed frequency. The anytime planner starts with a small δ to
quickly generate a �rst solution and afterwards iteratively increases δ to further
improve the solution until the planning time limit is reached.

As described above, the states within the δ-Space are found by execut-
ing forward and backward A* searches until f -values are reached that exceed
Cl(T optl,s7→g) + δ. For higher values of δ, the same searches are executed, but up to
higher f -values. Since the f -values increase monotonically during A* searches,
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we can pause and later resume the searches for planning in δ-Spaces of increasing
sizes.

Algorithm 1: Anytime Planning In Iterative δ-Spaces

Input: Start state s, goal state g, δ0, step size ∆δ
Output: Trajectory T optδ,s7→g

1 Sδ0l ← GenerateDeltaSpace(π(s), π(g), δ0)
/* get optimal Trajectory and final search state */

2 T optδ,s7→g, (O0,O′0,F0,G0)← HighDimSearch(s, g,Gδ0h )

3 i← 0
4 while There is time to improve the trajectory do

5 δi+1 ← δi +∆δ

6 Sδi+1

l ← UpdateDeltaSpace(Sδil , δi+1)

7 Update Fi,Gi for all nodes in O′i ∩ S
δi+1

h

8 Oi ← Oi ∪ (O′i ∩ S
δi+1

h )

9 T optδ,s7→g, (Oi+1,O′i+1,Fi+1,Gi+1)←
HighDimSearch(s, g,Gδi+1

h , (Oi,Fi,Gi))
10 i← i+ 1

11 return T optδ,s7→g

The complete anytime planning algorithm is given in Algorithm 1. First, we
calculate the δ-Space for the initial size δ0 (Line 1) and plan a high-dimensional
trajectory by searching the pruned state-lattice graph Gδ0h using A* (Line 2).
Here, we save the �nal state of the A* search, including the open list O0, as
well as the set of f -values F0 and g-values G0. Additionally, we keep track of all
states where the search hits the boundary of the δ-Space, i.e., all states within

Sδ0h \ S
δ0
h that are neighbours of expanded states. Since these states can only be

reached via edges with in�nite costs, they are not considered as valid states in
the current search. However, they might become valid once δ is increased. Thus,
instead of adding them to the open list, we add them to a separate list O′0 for
later use.

If the planning time limit is not met yet, we can iteratively plan in larger
δ-Spaces to further improve the trajectory (Line 4). First, we increase the size of
the δ-Space by resuming the low-dimensional searches with increased δ (Line 5
and 6) as described above. Afterwards, we continue the high-dimensional search
on the extended state space. Here, we �rst update the cost function for all

states from O′i that have been added to the larger δ-Space Sδi+1

h (Line 7) and
add them to the open list of the previous search (Line 8). Then, we execute the
high-dimensional search on the extended search space (Line 9), starting with the
already initialized open list, f -values and g-values from the previous search. Note,
that we do not include the closed list. If the optimal trajectory contains states
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that were not part of the previous state space Sδih , the f -values of previously
expanded states might be suboptimal. Thus, we need to allow one re-expansion
per state in each iteration.

3.3 Application to UAV Trajectory Planning

We apply δ-Spaces to plan second-order and third-order UAV trajectories. Thus,
we model the UAV state as 6-tuples s = (p,v) ∈ R6 or 9-tuples s = (p,v,a) ∈
R9, consisting of a discretized 3D position p, velocity v, and acceleration a. To
compare against the State of the Art, we combine δ-Spaces with the search-
based trajectory generation methods from [2] and [16]. In both works, the set
of state transitions Eh consists of motion primitives eu,τ which are generated by
applying constant acceleration or jerk commands u over a short time interval τ .
The corresponding costs are de�ned as the weighted sum of control e�ort and
primitive duration:

ch(eu,τ ) = ||u||22τ + ρτ. (8)

For the low-dimensional problem representation, we project a high-dimen-
sional state s = (p,v,a) onto its position components p and use a simple 3D
grid with a 26-connected neighbourhood as low-dimensional planning space.

When using search-based methods like A*, the choice of a good heuristic func-
tion is crucial for the planning performance. In this work, we propose a heuristic
that e�ciently uses information obtained by solving the lower-dimensional plan-
ning problem.

From the construction of the δ-Space, we directly obtain the distance from
each state towards the goal along the shortest lower-dimensional path. We as-
sume that the distance towards the goal is travelled on a straight line and the
UAV reaches a zero velocity at the goal. Thus, we can assume that the UAV
accelerates to the maximal reachable velocity, keeps this velocity for a certain
time and then decelerates to stop at the goal. In the following, we describe how
this can be incorporated into a search heuristic for second-order trajectories.
The extension to third-order trajectories is left for future work.

For a pair of discretized 1D velocities v1, v2, let the minimum time needed
to accelerate the UAV from v1 to v2 be tv1,v2 . The corresponding control e�ort
is denoted by cv1,v2 and the distance the UAV moves during the acceleration by
dv1,v2 . These values can e�ciently be precomputed. During search, we calculate
the maximal velocity that can be reached from an initial velocity v when travel-
ling a distance of d as vmax := max{v′|dv,v′ + dv′,0 ≤ d}. Then, we can estimate
the �ight time

T =
d− dv,vmax

− dvmax,0

vmax
+ tv,vmax

+ tvmax,0 (9)

and the corresponding control cost

c = cv,vmax + cvmax,0. (10)
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(a) Full State Space
[2]

(b) Iterative (Pos. →
Jerk, ε = 1.0) [2]

(c) Iterative (Pos. →
Jerk, ε = 0.6) [2]

(d) Tunnel (e) δ-Space (f) δ-Space Heuristic

Fig. 3: Examples for generating third-order 2D trajectories with the method of
Liu et al. [2]. The start is marked by the blue circle. Obstacles and pruned states
are black. Expanded states are grey. (a) Searching the full state space �nds the
optimal trajectory but is computationally expensive. (b) The iterative heuristic
with a high greediness parameter ε has low planning times but results in a slow
trajectory which tightly follows the guiding path. (c) A lower greediness gener-
ates a faster trajectory at the cost of higher planning times, but the obtained
solution is still close to the 2D path and thus only locally optimal. (d) The tunnel
also results in a suboptimal trajectory. (e) δ-Spaces �nd the optimal trajectory
while still having low planning times. (f) The additional δ-Space heuristic further
improves the planning time.

For the initial velocity v, we choose the maximum of the absolute velocities
along the independent axes. Note that this heuristic is not admissible since it
overestimates the cost for diagonal movements. As our experiments show, this
slightly increases the trajectory costs compared to admissible heuristics but it
results in lower costs than the inadmissible heuristic used by Liu et al. [2].

4 Evaluation

In a �rst experiment, we use δ-Spaces on top of the method of Liu et al. [2] to
plan third-order trajectories in a cluttered 2D environment of size 80×62m. We
use the source code1 from Liu et al. [2] with the following parameters:

ρ τ vmax amax umax du Timeout
10 1.0 s 3m/s 1m/s2 1m/s3 0.5m/s3 1 s

.

1https://github.com/sikang/motion_primitive_library

https://github.com/sikang/motion_primitive_library
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Table 1: Planning statistics for using the δ-Space with the method from Liu et
al. [2] to generate third-order trajectories in a 2D environment. Planning time,
number of expansions and trajectory costs are averaged over the tasks where
all methods found a solution. Success denotes the fraction of tasks for which a
solution was found within the allowed planning time.

Success Time Expansions Costs
Full State Space [2] 74.0% 214ms 12 291 121.92
Iterative (Pos. → Jerk, ε = 0.6) [2] 89.7% 334ms 6 125 180.33
Iterative (Pos. → Jerk, ε = 0.7) [2] 96.5% 233ms 4 231 204.49
Iterative (Pos. → Jerk, ε = 0.8) [2] 96.3% 97ms 1 608 223.44
Iterative (Pos. → Jerk, ε = 0.9) [2] 95.7% 76ms 1 128 247.48
Iterative (Pos. → Jerk, ε = 1.0) [2] 95.2% 28ms 260 267.87
Tunnel (r = 1.0m) 94.6% 50ms 3 153 127.25
Tunnel (r = 1.5m) 95.4% 58ms 3 586 124.12
Tunnel (r = 2.5m) 95.4% 67ms 4 070 123.27
Tunnel (r = 3.5m) 94.6% 72ms 4 328 123.12
δ-Space (δ = 1.0m) 95.9% 115ms 6 039 122.53
δ-Space (δ = 1.5m) 91.7% 139ms 7 175 122.46
δ-Space (δ = 2.5m) 84.3% 182ms 9 014 122.37
δ-Space Heuristic (δ = 1.0m) 97.6% 53ms 1 980 117.79
δ-Space Heuristic (δ = 1.5m) 96.1% 62ms 2 231 117.71
δ-Space Heuristic (δ = 2.5m) 97.6% 75ms 2 484 117.53

All other parameters were not changed and are the default ones from the im-
plementation [2]. To reduce planning times, Liu et al. propose to generate a
lower-order trajectory �rst, which can then be used as a heuristic to guide the
higher-dimensional search. In this experiment, we choose a 2D path as guiding
trajectory for a fair comparison against the δ-Space. The resulting trajectories for
one example task are shown in Fig. 3 and the average planning performance over
a set of 1000 tasks is summarized in Tab. 1. The iterative heuristic of Liu et al.
uses a greediness parameter ε to control the deviation of the high-dimensional
trajectory from the guiding 2D path. With a high parameter, the trajectory
tightly follows the shortest path (Fig. 3b). This results in planning times that
are signi�cantly faster than for all other methods. However, these trajectories
can only be traversed at low velocities and thus, their average costs are more
than twice the global optimum. The costs can be reduced by lowering the greed-
iness parameter, which results in higher planning times. Note that with a low
greediniess of ε = 0.6, the method of Liu et al. has signi�cantly higher planning
times than the δ-Space method, while still generating trajectories with higher
costs. Fig. 3c shows an example trajectory, which is only locally optimal since it
still tightly follows the shortest 2D path. Similar trajectories but higher veloc-
ities are obtained when restricting the search to a tunnel around the 2D path
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Fig. 4: Simulated 3D outdoor environment. The UAV starts at the map center
(red circle) and plans trajectories to all goal positions (blue squares).

(Fig. 3d). Our method (Fig. 3e) allows larger deviations from the shortest 2D
path and generates a trajectory close to the optimal one. This result is obtained
by using the same (inadmissible) heuristic that Liu et al. use when planning in
the full state space (Fig. 3a). From the construction of the δ-Space we already
know the 2D distances from all states to the goal. We can use these as a heuristic
if we assume that the UAV �ies at maximum velocity. This further reduces the
planning times of our method and results in the lowest trajectory costs (Fig. 3f).

In a second experiment, we evaluate our method in a simulated outdoor en-
vironment (Fig. 4). Here, we use the method from [16] with the same parameters
as in the original paper:

ρ τ vmax umax du Timeout
16 0.5 s 4m/s 2m/s2 2m/s2 1 000 000 expansions

.

Note that we abort searches, if no solution within the �rst 1 000 000 expansions is
found. Although we compare against multiresolutional state lattices, the δ-Space
is applied on top of a uniform state lattice, since the δ-Space already reduces
the size of the state space. The results are reported in Tab. 2. When using
standard A* search, the δ-Space outperforms uniform planning in the full state
space as well as the multiresolutional planning method from [16] with respect to
planning time and success rates, while achieving trajectory costs that are close
to the optimal ones. Using the δ-Space heuristic reduces the planning time even
further. However, since the heuristic is not admissible, this comes at the cost of
signi�cantly increased path costs.

Note that, compared to uniform planning, multiresolution increases the suc-
cess rates but has a slightly higher average planning time. This has already been
reported in [16]. For some planning tasks, the suboptimal trajectory costs intro-
duced by multiresolution require more expansions during A* search. To address
this issue, a level-based expansion scheme was introduced in [16]. This reduces
the planning times at the cost of more suboptimal trajectories. Here, multireso-
lution is signi�cantly faster than δ-Space planning. This is due to the overhead
of the low-dimensional search needed to generate the δ-Space, which took on
average 0.266 s. The high-dimensional search itself is actually faster than mul-
tiresolutional planning. Overall, in open-spaced environments, multiresolution
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Table 2: Planning statistics for using the δ-Space with the method from [16]
to generate second-order trajectories in a 3D environment. We report results
for di�erent expansion schemes during search: standard A* search and a level-
based expansion scheme (Level-A*) proposed in [16], which prioritize expansions
of states on higher resolution levels. Planning time, number of expansions and
trajectory costs are averaged over the tasks where all methods found a solution.
Success denotes the fraction of tasks for which a solution was found within the
allowed planning time.

Success Time Expansions Costs
Uniform (A*) 91.8% 0.923 s 79 883 251.95
Multiresolution (A*) [16] 95.9% 1.096 s 81 700 259.55
Tunnel (A*) 100.0% 0.603 s 34 994 259.18
δ-Space (A*) 98.97% 0.834 s 55 138 253.05
δ-Space with Heuristic (A*) 100.0% 0.324 s 4695 264.64
Uniform (Level-A*) 97.9% 0.108 s 9099 262.82
Multiresolution (Level-A*) [16] 100.0% 0.076 s 4491 277.34
Tunnel (Level-A*) 100.0% 0.287 s 6450 268.91
δ-Space (Level-A*) 100.0% 0.324 s 6056 262.14
δ-Space with Heuristic (Level-A*) 100.0% 0.276 s 479 288.45

can be faster than δ-Space planning but results in higher trajectory costs. How-
ever, δ-Spaces can also be used in more complex environments (like the one in
Fig. 3), where multiresolution is not applicable.

Finally, we evaluate the anytime version of our planning algorithm. It itera-
tively increases the size of the δ-Space but can also be applied to plan in tunnels
of increasing radius around the low-dimensional path. In this experiment, we
investigate which state space representation is more suitable for the anytime
planning algorithm. Furthermore, we analyse the in�uence of di�erent heuris-
tic weights that might speed up planning at the cost of sub-optimal solutions.
Since the anytime algorithm requires signi�cant adjustments of the source code
of the high-dimensional planning algorithms, we implemented our own planning
method for this experiment. Our planner generates third-order trajectories on
a 3D map. For this, it uses motion primitives that were precomputed by the
time-optimal trajectory generation method from [21]. Figure 5 shows the results
for both the tunnel and the δ-Space with di�erent heuristic weights. The colors
of the graphs represents the used weight and a line represents an iterative search
as described in Sec. 3.2. Here, it can be clearly seen that tunnel and δ-Space
behave di�erently. The heuristic weight w does impact the tunnel only slightly.
Increasing the tunnel radius does not improve the trajectory costs much and
the costs start to stagnate after few iterations. On the other hand, the heuris-
tic weight strongly in�uences the performance of the δ-Spaces. A larger weight
signi�cantly decreases the planning times. Although the trajectory costs are in-
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Fig. 5: The impact of weighted heuristics and anytime planning. A line represents
an iterative search as described in Sec. 3.2.

creased, this can be made up for by iteratively increasing the size of the δ-Space.
Thus, using the δ-Space with a large heuristic weight generates trajectories with
similar planning times as the tunnel method but signi�cantly lower costs.

Tab. 3 summarizes the planning performance for each iteration of the any-
time algorithms using a heuristic weight w = 1.83. As expected, the accumulated
planning time for iterative planning is higher than the time for directly planning
in the corresponding state space. However, the relative increase is smaller for
the δ-Space, compared to the Tunnel. This shows that δ-Spaces are more suit-
able for anytime planning. Interestingly, the trajectory costs are slightly lower
for anytime planning. Since each iteration allows additional re-expansions, iter-
atively increasing δ can help to correct trajectories that are suboptimal due to
the inadmissible heuristic.

5 Conclusion

In this paper, we propose a new method for pruning of high-dimensional state
spaces. Instead of restricting the search to the vicinity of an optimal lower-
dimensional path, we introduce the δ-Space, which represents the union of mul-
tiple paths within a suboptimality bound δ. Our experiments show that this
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Table 3: Planning statistics for the anytime algorithm to generate third-order
trajectories in a 3D environment.

iterative
planning
time

accumulated
iterative
planning
time

direct
planning
time

trajectory
cost

(iterative)

trajectory
cost

(direct)

δ-Space

δ =1.0m +3.5s 3.5s 3.5s 14.55s 14.55s
δ =1.5m +2.4s 5.9s 4.7s 14.22s 14.25s
δ =2.0m +2.2s 8.1s 6.3s 14.12s 14.17s
δ =2.5m +1.9s 10.0s 7.7s 14.05s 14.09s

Tunnel

r =1.0m +0.6s 0.6s 0.6s 16.01s 16.01s
r =1.5m +0.9s 1.5s 1.2s 15.27s 15.25s
r =2.0m +1.3s 2.8s 1.8s 15.03s 15.06s
r =2.5m +1.8s 4.6s 2.8s 14.90s 14.94s

signi�cantly reduces planning times. In contrast to other state space reduction
methods, δ-Spaces are less prone to local minima and can �nd trajectories close
to the globally optimal solution. Furthermore, we introduced an anytime plan-
ning algorithm that e�ciently plans in δ-Spaces of increasing sizes. Thus, a �rst
initial solution can be found quickly, while subsequent iterations further improve
the solution quality.
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