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Abstract— Discovering a representation that reflects the struc-
ture of a dataset is a first step for many inference and learning
methods. This paper aims at finding a hierarchy of localized
speech features that can be interpreted as parts.

Non-negative matrix factorization (NMF) has been proposed
recently for the discovery of parts-based localized additive
representations. Here, | propose a variant of this method,
convolutional NMF, that enforces a particular local connectivity
with shared weights. Analysis starts from a spectrogram. The
hidden representations produced by convolutional NMF are input
to the same analysis method at the next higher level.

Repeated application of convolutional NMF yields a sequence
of increasingly abstract representations. These speech represen-
tations are parts-based, where complex higher-level parts are
defined in terms of less complex lower-level ones.

I. INTRODUCTION

Unsupervised learning techniques [1] try to discover the
structure underlying a dataset. Since data can always be
interpreted in many different ways, some bias is needed to
determine which aspects of the input’s structure should be
captured in the output of a learning machine. Principal com-
ponent analysis (PCA), for instance, finds a low-dimensional
representation of the data that captures most of its variance.
On the other hand, slow feature analysis (SFA) [2] tries to
minimize the variance of features as the signal undergoes a
transformation, and independent component analysis (ICA) [3]
seeks to explain the data as a mixture of independent sources.

In general, unsupervised learning has the goal of finding
useful representations of the given data. Examples include:
grouping examples to clusters, reduction of data dimensional-
ity, discovering hidden causes of the data, or modeling the data
density. If unsupervised learning is successful, the produced
representations can be used for tasks such as data compression,
outlier detection, and classification. It can also make other
learning tasks, like pattern recognition, easier.

One of the most important problems in pattern recognition
is the extraction of meaningful features from input signals.
To compute symbolic information, such as the class of an
observed object, it is often useful to aggregate characteristic
aspects of the observation into a feature vector that is presented
to a classification system. This generally reduces the dimen-
sionality of the data and facilitates generalization by discarding
aspects of the signal that correspond to variances not relevant
for classification or to noise.

A variety of feature extraction methods exist, e.g. for the
problem of automatic speech recognition (ASR). Most of them

are based on the spectral decomposition of a short time frame
(typically 10ms) of speech. Mel-frequency cepstral coeffi-
cients (MFCC) [4] and perceptual linear predictive coefficients
(PLP) [5] form the basis of many ASR systems. A drawback
of the spectral features is that they are quite sensitive to
changes in the environment such as channel variations or
noise. Consequently, the performance of recognizers based
on spectral features rapidly degrades in realistic communi-
cation environments. Psychoacoustic studies [6] and recent
neurophysiological experiments [7] suggest that the peripheral
auditory system in humans integrates information from much
larger time spans. Spectro-temporal receptive fields that cover
several hundred milliseconds are a linear approximation to the
non-linear responses of neurons in the auditory cortex.

This paper proposes a hierarchical approach to speech
feature extraction. Complex features are defined in terms
of less complex ones. This is motivated by the hierarchical
structure that speech exhibits. Different speech components
exist in different time scales. The periodic glottal excitation in
voiced speech has a timescale of few milliseconds and leads
to the perception of pitch. Phonemes are the atoms of speech,
having a temporal extent of tens of milliseconds. Syllables
are composed of several phonemes, extending over hundreds
of milliseconds. Words are based on syllables and span even
longer time intervals and phrases that can extend over several
seconds consist of multiple words. An adequate model of
speech must represent the components at multiple time-scales
in order to capture the correlations at different levels of this
hierarchy and between adjacent levels.

For images, such hierarchical models have been discovered
by unsupervised learning techniques and successfully used for
object recognition tasks in the Neural Abstraction Pyramid
architecture [8], [9]. This architecture has also been used for
image reconstruction [10] and face localization [11]. Figure 1
illustrates its main properties. The input signal is represented at
different levels of abstraction. As the spatial resolution of these
representations decreases, feature diversity and invariance to
transformations increase. The representations are produced by
simple processing elements that interact locally. Horizontal
and vertical feedback loops allow for consideration of con-
textual information to iteratively resolve local ambiguities.

Lee and Seung [12] recently proposed a generative data
model, called non-negative matrix factorization (NMF). It can
be interpreted in terms of vertical feedback. Here, | propose
to use NMF in the Neural Abstraction Pyramid architecture to



discover hierarchical speech features.

The paper is organized as follows. The next section reviews
the basic NMF technique and highlights some of its properties.
Section 111 details the extensions for convolutional NMF and
its repeated application in a hierarchy. The dataset used for
the experiments is described in Section 1V, and Section V
illustrates the discovered hierarchical speech features.

Il. NON-NEGATIVE MATRIX FACTORIZATION

Non-negative matrix factorization (NMF) [12] decomposes
a nxm non-negative matrix V' approximately into non-negative
matrix factors: V-~ W H. The m columns of V' consist of n-
dimensional data vectors. The » columns of W contain basis
vectors of dimension n. Each data vector is represented by a
column of H that contains r coefficients. This corresponds to
a two-layered neural network which represents the data vector
in a visible layer and the coefficients in a hidden layer. The
matrix T describes the weights that connect both layers.

One measure of the factorization quality is the square of the
Euclidean distance || A — BJ||* = 3°,,(Ai; — Bi;)* between V/
and its reconstruction W H. ||V — W H||? is minimized by:
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Another quality measure is the divergence
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D(A||B) = (Aj;log g_? — Ajj + Bij). (1)
j
D(V||WH) is minimized by:
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Lee and Seung [13] proved that these update rules find local
minima of the respective objective functions. Each update
consists of a multiplicative factor that is unity if V' = WH.
The multiplicative update does not change the sign of W or
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Fig. 1. Integration of bottom-up, lateral, and top-down processing in
the Neural Abstraction Pyramid. Signals are represented at different levels
of abstraction. As the spatial resolution decreases, feature diversity and
invariance to transformations increase. Local recurrent connections mediate

interactions of simple processing elements.

H. Hence, if they are initialized to positive values no further
constraints are necessary to enforce their non-negativity.

The model was applied to a dataset of normalized facial
images. The basis vectors found by minimizing the divergence
consist of localized patches of high values that resemble
typical dark face regions, such as the eyes and the shadow of
the nose. They can be interpreted as parts. Both, the weights
and the coefficients of the parts-based encoding h, contained a
large number of vanishing components. The reason for this is
that the model is only allowed to add positively weighted non-
negative basis-vectors to the reconstruction. Thus, different
contributions do not cancel out, as for instance in PCA.

Although the generative model is linear, inference of the
hidden representation i from an image v is highly non-linear.
The reason for this is the non-negativity constraint. It is not
clear how the best hidden representation could be computed
directly from W and v. However, as seen above, h can be
computed by a simple iterative scheme. Because learning of
weights should occur on a much slower time-scale than this
inference, W can be regarded as constant. Then only the
update-equations for H remain.

When minimizing ||v — Wh||2, h is sent in the top-down
direction through W. Wh has dimension n and is passed
in bottom-up direction through W 7. The resulting vector
WTWh has the same number » of components as h. It is
compared to W T», which is the image v passed in bottom-up
direction through W 7. The comparison is done by element-
wise division yielding a vector of ones if the reconstruction is
perfect; v = Wh. In this case, h is not changed.

When minimizing D(v||Wh), the similarity of v and its
top-down reconstruction Wk is measured in the bottom-layer
of the network by element-wise division v;/(Wh);. The n-
dimensional similarity-vector is passed in bottom-up direction
through W7, yielding a vector of dimension r. Its components
are scaled down with the element-wise inverse of the vector
of ones passed through W7 to make the update factors for A
unity, if the reconstruction is perfect.

This scheme of expanding the hidden representation to the
visible layer, measuring differences to the observations in the
visible layer, contracting the deviations to the hidden layer,
and updating the estimate resembles the operation of a Kalman
filter [14]. The difference is that in a Kalman filter deviations
are measured as differences and update is additive, while in
the non-negative matrix factorization deviations are measured
with quotients and updates are multiplicative. Because the
optimized function is convex for a fixed W, the iterative
algorithm is guaranteed to find the optimal solution.

I1l. CONVOLUTIONAL NMF IN A HIERARCHY
A. Convolutional NMF

If data vector v has many elements and the number of
hidden features in A is high as well, the matrix W is large.
Moreover, if the analyzed data vector is an image or another
two-dimensional signal, NMF produces localized features,
since neighboring data elements tend to be more correlated
than far-apart ones. In this case it is natural to enforce a



sparseness structure of 1 from the beginning that only allows
for local feature extraction.

The particular sparseness structure used here resembles the
local connectivity in the Neural Abstraction Pyramid architec-
ture [9]. The visible and the hidden layer representing v and
h, respectively, are partitioned into two-dimensional feature
arrays. The spectral and temporal resolutions of these arrays
in the hidden layer is half the one of the visible layer. Thus, a
hidden feature cell at position (i, j) corresponds to the position
(24,27) in the visible layer. In general, the number of hidden
feature arrays is larger than the number of visible ones. Here,
they differ by a factor of two. Hidden feature cells can access
only the corresponding patch in the visible layer. Here, | use
overlapping windows of size 4x4. All elements of W outside
this window are initialized to zero and never become nonzero,
since the weight update is multiplicative. The NMF algorithm
still can decide which cells of the patch are to be combined
to form a part.

In the Neural Abstraction Pyramid, the same weights are
used at all positions of a feature array. Here, this corresponds
to the assumption that the same basic parts can be used to
encode speech at different points in time and at different
parts of the frequency range. This weight sharing reduces
the number of free parameters and allows for the sharing of
examples. Hence, good generalization can be expected even
from a small training set. The sparseness structure and the
weight sharing can be exploited when computing equations (2)
and (3) for inference and learning. For instance, v = Wh
can be computed by super-sampling the feature arrays of h,
convolution with a 4x4 kernel, and element-wise summation
of the results. If the kernel size is small compared to the array
size, this yields a large reduction in computational cost, as
compared to a fully occupied matrix W.

B. Recursive Application

Unlike many other methods of unsupervised learning, con-
volutional NMF is suitable for recursive application by using
its hidden representation as input to the next stage of analysis.
This is possible, since the statistics of hidden layer coefficients
are similar to the ones in the visible layer. In both layers
activations are non-negative and sparse.

The recursive application of convolutional NMF uses a
parts-based encoding as input to an analysis that produces
an encoding based on larger parts. This yields a sequence
of increasingly abstract representations, where the spatial
resolution decreases and feature diversity increases.

IV. DATASET AND PREPROCESSING

To test the proposed feature extraction method, | used
speech data from the ICSI meeting corpus [15]. The part
used here consists of read continuous digit sequences recorded
from a close talking microphone. The speech signal has been
downsampled to 8kHz and a pre-emphasis factor of 0.97 has
been applied to attenuate lower frequencies.

I used a 975ms Hanning window with step size 487.5ms
to produce an input signal for feature analysis of constant

size. This signal is decomposed using short-time Fourier
Transformation (STFT) computed for 25ms Hanning windows
with a step size of 10ms. After taking the magnitude the
96x96 spectrogram represents the energy of 96 time steps
and 96 frequency bands linearly spaced from 0 to 3.840kHz.

V. EXPERIMENTAL RESULTS

Convolutional NMF is applied five times to one hundred
spectrograms, until the representation consists of 32 features
of size 3x 3. For each level, the nonzero elements of the weight
matrix W, and the hidden representation H; are initialized to
random values uniformly distributed in the interval [0.1,0.2].
The NMF equations (2) and (3) minimizing the divergence
(1) are then iterated 200 times. Figure 2 displays the weights
determined by this procedure. One can observe that the weight
matrix is sparsely populated and that every visible feature
contributes to some hidden feature and vice versa.

Since the expansion of hidden representation is linear, one
can get a more interpretable impression of the hidden repre-
sentation by setting individual features to one and expanding
them all the way down to the spectrogram. This is done in
Fig. 3 for the first three levels of the hierarchy and in Fig. 4
for the remaining two levels. As one can observe, the features
in the higher levels get more and more diverse. They are all
localized and can be interpreted as parts. Many features look
like vertical lines. They are localized precisely in time, but
cover a larger range of frequencies. Other features look more
like blobs, with localization in time as well as in frequency
with medium precision. Some features in the upper levels have
more than one active region. They look like two adjacent
vertical lines or two blobs that are displaced by the typical
formant distance of about 1kHz. In Fig. 5 the expansions of
all hidden features of a single column have been added. One
can observe that the features are localized at different positions
and cover the column’s area of the time-frequency plane.

Since the responses of the hidden feature detectors depend
non-linearly on the input, the linear expansions characterize
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Fig. 2. Weights discovered by recursive application of convolutional NMF.

On each level, the columns correspond to the hidden features and the rows
to the visible ones. Normalization is such that the strongest weight is black.
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Fig. 3. Expanding hidden features. The first three levels of the hierarchy are
shown. For the different hidden features one feature cell is set to one while
all others are zero. This produces all used parts in the bottom rows.
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their behavior only partially. Another possibility is to look
at the stimuli from the training set that caused their highest
responses. This is done in Fig. 6. One can observe that
the features are active in quite different contexts and that
the stimuli exciting a feature vary in many aspects. The
parts-based representations abstract from these variations by
discarding some details.

Which aspects of the speech signal are preserved when
going from one layer of the feature hierarchy to the next can be
observed in Fig. 7. It shows the hierarchical feature extraction
for three speech signals along with the expansion of the
abstract representations. The horizontal lines that correspond
to the harmonics of the fundamental frequency are the first

significant details which cannot be reconstructed. In recon-
structions from the most abstract features one can clearly see
that the parts-based representation has a much better resolution
in time than in frequency. While the precise timing of plosives
is reconstructed, only a coarse approximation of the formant
structure is produced. This preference for time-centered energy
over frequency centered one is most likely caused by the high
weight of reconstruction errors for energy-rich plosives and
onsets in the minimized divergence (1). Futhermore, one can
observe that the hidden representations are indeed sparse and
that all features participate in the encoding.

VI. CONCLUSION AND FUTURE WORK

The repeated application of convolutional NMF discov-
ered a hierarchy of meaningful speech features. Since the
reconstructed signal is a sum of such features, they can be
interpreted as parts. The weight matrices describing these parts
are sparse, as are the part-based distributed representations.

Sparse weight matrices allow for pruning without much loss.
Sparse codes combine advantages of local and dense codes
while avoiding most of their drawbacks [16]. Codes with small
activity ratios can still have sufficiently high representational
capacity, while the number of input-output pairs that can be
stored in an associative memory is far greater for sparse than
for dense patterns. The speed of learning with sparse patterns
is fast and generalization to partially matching patterns can be
expected. Finally, multiple objects can be represented simulta-
neously in the same feature vector, without much interference.

The weight sharing used in the proposed approach leads to
the reuse of parts at different locations of the input signal. It
limits the number of free parameters and makes it possible to
extract multiple examples from one input signal. Both effects
improve generalization.

By construction it is clear that the abstract representation
at layer [ is translated by & columns when the layer 0 input
signal is translated by 2% columns. However, translation of
the input signal by intermediate distances will not result in a
mere translation of the abstract representations by sub-column
distances. Consider, for example, the family of translated
vertical features that are highly localized in time. When
shifting the input signal slightly in time the active feature
cell will become inactive and the feature cell representing
the neighboring vertical stripe is activated. This continues,



until the translation corresponds to the full column distance.
Then the original feature becomes active again, but at the
neighboring column. Hence, if a translation-invariant detector
of vertical energy would be desired, pooling of the outputs of
all vertical feature detectors of a column would be needed.
Such pooling could be achieved e.g. by summation or by
computing the maximal response.

So far, neighboring feature cells interact only through their
overlapping projections to the lower layer. It seems promising
to investigate the effects of adding direct lateral interactions.
They could be used to implement mechanisms, such as group-
ing, competition, and associative memory.
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Fig. 6.  Best stimuli. The leftmost column shows the expanded hidden

features. Each row shows the ten best stimuli for a feature. The contrast
of the spectrogram is lowered to one tenth outside the active region of the
feature. For the two topmost levels 4 and 5, only eight features are shown.
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Fig. 7. Hierarchical speech features. The leftmost column shows the preprocessed spectrogram used as input for the analysis. The remaining columns show
the successive construction of hidden representations and the expansion of these. As the size of the representation shrinks from 1x96x96 to 32x3x3, more
and more details of the spectrogram are discarded. Details on the time-axis are better preserved than frequency details.



