
FU-Fighters Omni 2001 (Loal Vision)Ra�ul Rojas, Felix von Hundelshausen, Sven Behnke, and Bernhard Fr�otshlFree University of Berlin, Institute of Computer SieneTakustr. 9, 14195 Berlin, Germanyfrojasjhundelshjbehnkejfroetshg�inf.fu-berlin.dehttp://www.fu-fighters.de1 IntrodutionCurrently, the Small Size League is the only RoboCup ompetition that per-mits the use of external sensing systems. Most teams use a olor amera that ismounted above the �eld to determine the positions of the robots and the ball.Sine this simpli�ed setup is not ompatible with the idea of autonomous robots,we deided to build a seond F180 team for the World Championships 2001 inSeattle, onsisting of (only) three robots using loal omnidiretional vision, the\FU-Fighters Omni".Despite of the small number of robots the team was quite suessful, sine wesored several goals playing in the regular SmallSize league (having played to-gether with the ViperRoos team). We even had a tie with a global vision team(4:4). We won the loal vision ontest, an extra ompetition between four loalvision teams.This paper desribes the overall system and the priniples that yielded the su-ess.The remainder of this paper is organized as the following: Setion 2 gives anoverview of the system. Setion 3 desribes how visual pereption is performedin our implementation. This overs olor segmentation, robot self-loalization,ball, goal and obstale detetion and traking. Finally, Setion 4 summarizes theresults, and desribes our future goals.2 System OverviewWe used the same omnidiretional robots as in the global vision FU-Fightersteam [4℄, but with a vision system mounted on top the robots. It onsists ofa small amera direted upwards, looking into a onave mirror that produesan omnidiretional view of the environment. Unlike most teams that use onvexmirrors we took a onave mirror from a heap ashlight.Eah robot is onneted to an external omputer via a wireless analog videolink. The omputer grabs the images and analyzes the video stream to extratinformation about the status of the game. The extrated loal views are trans-mitted through a LAN to a fusion module that merges them to a global view.The reative behavior ontrol system now an either use a global view or a loal



2 R. Rojas, F. v. Hundelshausen, S. Behnke, B. Fr�otshlview, as appropriate. For example, if a robot annot detet the ball, but otherrobots an, the �rst an use the alulated global ball position. We adaptedthe global vision behavior to the speial needs of loal vision. For instane, if arobot annot �nd the ball, then it searhes the playing �eld looking for the ball.Here loalization is an important issue. The sanning is oordinated among therobots, ensuring that the searh is well distributed over the playing �eld. If arobot an detet the ball and the opponent goal, then the robot does not areabout loalization but fouses on relative movements. It tries to move behindthe ball, and to diret the kiking mehanism towards the opponent goal.3 Visual Pereption Tehniques3.1 Core TehniquesColor Segmentation Colors are a helpful simpli�ation in RoboCup that easethe detetion of objets. To use olors for lassi�ation it is neessary to speifya method to obtain the degree of membership of a partiular instane of olorto a olor lass. Sine the lassi�ation must be performed very often, we de-ided to use the fastest lassi�ation possible with a software solution, a lookuptable (LUT). Eah olor (we use 15 bit RGB values) an belong to di�erentolor lasses. Eah entry of the LUT onsists of an 32-bit value, where eah bitindiates lass membership.The LUT is de�ned by software tools that allow the user to omfortably seletregions in images, whose olors then an be added to a spei� olor lass.Finding Color Regions When searhing the ball, obstales or goals, we searhfor all pixel-onneted regions whose pixels satisfy a prede�ned olor hek-mask.One we have found an objet, we only searh within a small retangular regionentered at the objet in onseutive amera images. To segement regions, weuse a fast region growing algorithm. It starts with a seed pixel and onseutivelyadds pixels (in the diretions up, left, down, right) to the region until the olorspei�ation is not satis�ed any more. To avoid the algorithm to stop growingbeause of the presene of noise, that may separate regions whih belong to-gether, the algorithm only stops growing when more than k = 3 onseutivepixels have been found that violate the olor spei�ation.Finding Color Transitions along a Line For robot self-loalization we usethe transition of the green playing �eld to the white walls as features. To detetthe borders we have developed a very fast (300000 lines of length 100 pixel)algorithm that �nds a prede�ned olor transition along a line. We also use thealgorithm when searhing for objets (i.e ball, opponents, goals) to disard an-didate regions found by the above region growing algorithm. We hek for eahregion whether it has a transition to the green oor (all objets with ontat tothe oor have this transition, with few exeptions, when an objet is loated nextto a marking line for example). For a more detailed desription of the algorithmsee [1℄[3℄.



FU-Fighters Omni 33.2 Robot Self-LoalizationWe have experimented with three di�erent loalization methods. The �st twoare desribed in [1℄ and were not used in Seattle. The third, whih was appliedin Seattle, is based on generating range sans by using omnidiretional vision.We radially streth out lines from the enter of the omnidiretional image andsearh for transitions from the green oor to the white walls, as shown in Fig.1a).Then, we use the rotation searh/least-squares method desribed in [2℄ to maththe range san to a model of the environment. However, our ase is easier thanin [2℄ sine we have a known environment and the model of the environment ispreise and polygonal (Fig.1)).Figure 1 shows the obtained range san that was produed by transformingthe transition pixels to a loal oordinate system. This transformation uses aalibrated monotoni funtion that maps distanes between an image point andthe image enter to the distane between the orresponding world point and therobot.A speial adaption of the loalization has been made for the goal keeper. Herewe reate a range san by searhing for transitions from yellow to white (if ourgoal is the yellow one).

Fig. 1. Detetion of ball, goal and loalization of the robot: a) Transition searh, balland goal detetion; Blak dots orrespond to found transitions between the wall andthe �eld. Retangles (their enters) mark the ball and the goal. b)Obtained range sanafter transforming the points; )Loalization of the robot in global oordinates;
3.3 Ative Vision and Visual AttentionConsider the following two situations:Situation S1: The robot has lost orientation and does not detet the ball.Situation S2: The robot an see the ball and the opponent goal.In situation S1 it is important that the robot �nds the ball. This an be aom-plished by two means. The �rst is that it searhes the ball. The seond is thatanother robot sees the ball and informs it. When deiding on the �rst possibility



4 R. Rojas, F. v. Hundelshausen, S. Behnke, B. Fr�otshl(searhing) the robot has to know, where it is loated on the playing �eld, sineotherwise it would rash with the border when searhing. Therefore, in situationS1 loalization is an important issue.In ontrast, in situation S2 the robot has not to are about loalization but anonentrate all the omputing power to exatly determine and trak the positionof the ball and the goal (in partiular a free gap in the opponent goal) relative toits own position. Therefore visual attention and ative vision are very importanttopis.4 Results and Future WorkWe were able to loalize the robots and trak the ball and goals with a rate of25 fps. The loalization was orret in about 95 % of all ases. However, thepreision of loalization must be improved further. Here, the primary problemis the distane mapping of a point in the real world to a pixel in the image.This mapping is impreise due to misalignments of the optial system that areenfored by robot movements. To ope with the above problem, we plan to de-velop an automati alibration method, whih autonomously adapts to hangingmapping situations.Another problem is olor lassi�ation. Although our olor lassi�ation was veryrobust and suessful ompared with other teams, the fat that the user has tointerat with the program to speify olor lasses infringes the idea of an au-tonomous system. Thus, we will fous our researh on �nding auto-on�gurativemethods. Furthermore, we want to develop a vision system that is able to fusemany di�erent tehniques for loalization, detetion and traking of objets. Ona higher level suh a vision system will allow to de�ne di�erent visual behaviors,enabling the user to speify how ative vision and visual attention is used indi�erent situations. We want the system to be exible, suh that RoboCup isjust one appliation the system an ope with.Referenes1. v. Hundelshausen, F.: An Omnidiretional Vision System for Soer Robots,diploma thesis, Department of Computer Siene, Free University of Berlin,http://www.inf.fu-berlin.de/�hundelsh, 2001.2. Lu, F. and Milios, E.: Robot Pose Estimation in Unknown Environments by Math-ing 2D Range Sans, IN: CVPR94, pp.935-938, 1994.3. v. Hundelshausen, F., Behnke, S., Rojas, R.: An Omnidiretional Vision Systemthat �nds and traks olor edges and blobs, In: Birk, A., Coradeshi, S., Tadokoro,S. (eds): RoboCup-01: Robot Soer World Cup V (this volume), Springer, 2001.4. Rojas, R., Behnke, S., Liers, A., Knipping, L.: FU-Fighters 2001 (Global Vision),In: Birk, A., Coradeshi, S., Tadokoro, S. (eds): RoboCup-01: Robot Soer WorldCup V (this volume), Springer, 2001.


