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Who am I ?

• Master thesis on biped robots in 1997

• PhD thesis on biped robots in 2000

• My algorithms implemented in HRP-2, Nao 
and tested on other robots

• Never participated to any RoboCup



What are we going
to see today ?

• Dynamics of legged locomotion

• Generation of dynamic walking motions

• Motion and force control

• Numerical implementation details



Milestones in
legged robotics

• 1960s : Walking Truck (R. Mosher)

• 1970s : Waseda university (I. Kato)

• 1980s : Adaptive Suspension Vehicle 
(R. McGhee)

• 1980s : MIT LegLab (M. Raibert)

• 1996 : Honda P2 (K. Hirai, T. Takenaka...)



The walking truck



The adaptive suspension 
vehicle



MIT LegLab



The Honda P2



The dynamics of legged 
locomotion



Structure of the minimal 
coordinates

• Joint positions

• Position and orientation with respect to 
the environment
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Structure of the Lagrangian 
dynamics
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And yet it moves

< 1 degree/step
12



Structure of the Lagrangian 
dynamics
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On a flat ground, the 
Center of Pressure
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On a flat ground, the 
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On a flat ground, the 
Center of Pressure
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On a flat ground, the 
Center of Pressure
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On a flat ground, the 
Center of Pressure
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Not just a «Linear Inverted Pendulum Model»

Walking horizontally
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The dynamics of falling

20

a

CoM

Fig. 6. An example of convex hulls Z(t) in dotted line and Z̃(t) in plain
line for five steps of biped walking. When the CoM lies on the edge of the
set Z̃(t), it lies on a line (in red) defined by an orthogonal vector a (in blue)

such that the whole set Z̃(t) lies on one side of this line.

leading to the unavoidable conclusion that the CoM is diverg-

ing infinitely away from the set Z̃(t) in the direction of the
vector a,

lim
t→+∞

aT xG(t) = +∞.

Every locomotion can be considered to start with a CoM at

rest within the set Z̃(t), and as soon as this CoM leaves this

set, it diverges infinitely away from it. We can observe that

such a divergence to infinity of this Cart-Table approximate

model corresponds in fact to a fall for the original legged robot

(Figure 5): avoiding the legged robot to fall means therefore

avoiding the Cart-Table model to diverge to infinity. From the

point of view of the Viability analysis discussed in section II-

B, the undesirable states for this Cart-Table model appear

therefore to be the states “at infinity”.

This viability analysis could be led further, and approxima-

tions of the corresponding viability kernel may be obtained,

but it is time now for Model Predictive Control to come into

play.

C. Minimizing the derivatives of the position of the Center of

Mass

One point of interest in the previous analysis is that when

diverging to infinity, the CoM diverges at a pace greater than

exponential, what implies that all its derivatives, velocity,

acceleration, jerk, etc... diverge at the same pace, greater than

exponential. Integrals of norms of these derivatives such as
∫ +∞

tk

∥

∥

∥
x

(n)
G

(t)
∥

∥

∥

2
dt (10)

appear therefore to have infinite values for all diverging

motions, and finite values for all motions ending up in finite

time at an equilibrium state, the kind of locomotion we’re

generally interested in. Minimizing such integrals implicitly

selects therefore a non-diverging motion whenever possible,

what solves exactly the problem discussed in section II-B of

selecting viable states out of non-viable states. This is quite

a striking discovery that minimizing any derivative of the

position of the CoM always generates a safe legged locomotion

whenever possible!

On top of that, the exponential rates in the divergence of

the CoM also imply that the values of the same integrals but

over finite time intervals,

∫ tk+T

tk

∥

∥

∥
x

(n)
G

(t)
∥

∥

∥

2
dt, (11)

raise exponentially as well, allowing to discard most of the

non-viable states with the same minimization process even on

finite time intervals. Of course, the longer the time interval T ,
the more non-viable states can be discarded.

Now, the minimization of these integrals can obviously be

put in the form of a Model Predictive Control scheme as

discussed in section II-C, leading directly to an exact viable

feedback in the case of the infinite integrals (10) (exact with

respect to the Cart-Table model) or to an approximate viable

feedback in the case of the finite integrals (11). The specificity

of this MPC scheme is that the viability property need not

be expressed and checked explicitly, it is satisfied implicitly

when minimizing the cost functions. And interestingly enough,

it appears that with such an MPC scheme, considering short

prediction horizons, no more than 1 s, what implies looking
only one step ahead, is already enough in preserving viability

and generating safe locomotion even in the presence of strong

perturbations [15].

The fact that minimizing the jerk of the CoM generates sta-

ble walking motions has already been acknowledged in [12],

but through an optimal Linear Quadratic Regulator scheme

only related to Lyapunov stability and therefore inducing

viability only locally. This scheme would be unable therefore

to face properly strong perturbations such as in Figure 3. This

minimization of the jerk of the CoM has been generalized then

in [15], following the MPC scheme presented here, minimizing

the cost function (11) with respect to the dynamics (9).

The strong connection between this scheme and the viability

property that we presented here wasn’t discussed there, but

numerical simulations were proposed, demonstrating its ability

to face strong perturbations properly.

In these previous works, the foot steps and therefore the

convex hulls Z(t) were considered to be fixed in advance and
impossible to change. This limits of course the possibilities for

the legged system to maintain viability and avoid falling (this

is exactly the situation of Figure 2 with respect to Figure 3).

We can observe in the analysis presented here that the set-

valued function Z(t) can be included in the control variables
without any other modification of the feedback scheme: modi-

fying foot placement in order to minimize the jerk of the CoM

will continue to generate stable walking motions whenever

possible.

IV. DISCUSSION

We have seen in the previous section how an exact viable

feedback control law can be designed for an approximate

model of legged locomotion through a very simple Model

Predictive Control scheme. We have seen that accurate and

perfectly tractable approximations can also be obtained very

easily by varying the length of the corresponding horizon of

prediction.

aT (cx,y(t)� cx,y(t0)) �
aT ċx,y(t0)

!
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The dynamics of falling
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CoM

Fig. 6. An example of convex hulls Z(t) in dotted line and Z̃(t) in plain
line for five steps of biped walking. When the CoM lies on the edge of the
set Z̃(t), it lies on a line (in red) defined by an orthogonal vector a (in blue)

such that the whole set Z̃(t) lies on one side of this line.

leading to the unavoidable conclusion that the CoM is diverg-

ing infinitely away from the set Z̃(t) in the direction of the
vector a,

lim
t→+∞

aT xG(t) = +∞.

Every locomotion can be considered to start with a CoM at

rest within the set Z̃(t), and as soon as this CoM leaves this

set, it diverges infinitely away from it. We can observe that

such a divergence to infinity of this Cart-Table approximate

model corresponds in fact to a fall for the original legged robot

(Figure 5): avoiding the legged robot to fall means therefore

avoiding the Cart-Table model to diverge to infinity. From the

point of view of the Viability analysis discussed in section II-

B, the undesirable states for this Cart-Table model appear

therefore to be the states “at infinity”.

This viability analysis could be led further, and approxima-

tions of the corresponding viability kernel may be obtained,

but it is time now for Model Predictive Control to come into

play.

C. Minimizing the derivatives of the position of the Center of

Mass

One point of interest in the previous analysis is that when

diverging to infinity, the CoM diverges at a pace greater than

exponential, what implies that all its derivatives, velocity,

acceleration, jerk, etc... diverge at the same pace, greater than

exponential. Integrals of norms of these derivatives such as
∫ +∞

tk

∥

∥

∥
x

(n)
G

(t)
∥

∥

∥

2
dt (10)

appear therefore to have infinite values for all diverging

motions, and finite values for all motions ending up in finite

time at an equilibrium state, the kind of locomotion we’re

generally interested in. Minimizing such integrals implicitly

selects therefore a non-diverging motion whenever possible,

what solves exactly the problem discussed in section II-B of

selecting viable states out of non-viable states. This is quite

a striking discovery that minimizing any derivative of the

position of the CoM always generates a safe legged locomotion

whenever possible!

On top of that, the exponential rates in the divergence of

the CoM also imply that the values of the same integrals but

over finite time intervals,

∫ tk+T
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raise exponentially as well, allowing to discard most of the

non-viable states with the same minimization process even on

finite time intervals. Of course, the longer the time interval T ,
the more non-viable states can be discarded.

Now, the minimization of these integrals can obviously be

put in the form of a Model Predictive Control scheme as

discussed in section II-C, leading directly to an exact viable

feedback in the case of the infinite integrals (10) (exact with

respect to the Cart-Table model) or to an approximate viable

feedback in the case of the finite integrals (11). The specificity

of this MPC scheme is that the viability property need not

be expressed and checked explicitly, it is satisfied implicitly

when minimizing the cost functions. And interestingly enough,

it appears that with such an MPC scheme, considering short

prediction horizons, no more than 1 s, what implies looking
only one step ahead, is already enough in preserving viability

and generating safe locomotion even in the presence of strong

perturbations [15].

The fact that minimizing the jerk of the CoM generates sta-

ble walking motions has already been acknowledged in [12],

but through an optimal Linear Quadratic Regulator scheme

only related to Lyapunov stability and therefore inducing

viability only locally. This scheme would be unable therefore

to face properly strong perturbations such as in Figure 3. This

minimization of the jerk of the CoM has been generalized then

in [15], following the MPC scheme presented here, minimizing

the cost function (11) with respect to the dynamics (9).

The strong connection between this scheme and the viability

property that we presented here wasn’t discussed there, but

numerical simulations were proposed, demonstrating its ability

to face strong perturbations properly.

In these previous works, the foot steps and therefore the

convex hulls Z(t) were considered to be fixed in advance and
impossible to change. This limits of course the possibilities for

the legged system to maintain viability and avoid falling (this

is exactly the situation of Figure 2 with respect to Figure 3).

We can observe in the analysis presented here that the set-

valued function Z(t) can be included in the control variables
without any other modification of the feedback scheme: modi-

fying foot placement in order to minimize the jerk of the CoM

will continue to generate stable walking motions whenever

possible.

IV. DISCUSSION

We have seen in the previous section how an exact viable

feedback control law can be designed for an approximate

model of legged locomotion through a very simple Model

Predictive Control scheme. We have seen that accurate and

perfectly tractable approximations can also be obtained very

easily by varying the length of the corresponding horizon of

prediction.
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The Capture Point
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The Capture Point
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Generation of dynamic 
walking motions



Early offline schemes

• Trajectory optimization

• Artificial synergy synthesis & ZMP 
approach

• Templates & anchors

cz

c̈z + gz
(c̈x,y + gx,y) = (cx,y � zx,y) +

1

m(c̈z + gz)
SL̇x,y



Online motion 
generation

• Necessary for reactivity

• How to make sure you are stable in the 
long term?
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Optimal and Model 
Predictive Control



Optimal feedback

•             is asymptotically stabilizing if the 
system is controllable

•             as Lyapunov function

xk+1 = f(xk, uk)

V

⇤(x0) = min
u0,...

1X

0

l(xk, uk)

u

⇤
0(x0)

V

⇤(x0)



Terminal constraint

• Keerthi 1988 JOTA

•             as Lyapunov function

V

⇤
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u0,...
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0

l(xk, uk) with xN = 0
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⇤(x0)

V

⇤
N (x0) � l(x0, u

⇤
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⇤
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V

⇤
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Feasibility is sufficient

• Alamir 1999 EJC

• Compute a new plan only in case of a 
diverging perturbation

find u0, . . . such that xN = 0



Horizon long enough

• Alamir 1995 A

• You can do without explicit terminal cost 
and constraint with a horizon long enough

V

⇤
N (x0) = min
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N (f(x0, u

⇤
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⇤0
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Predefined footsteps,
Capturability constraint



Waseda University

• Must always be able to stop within 2 steps.
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Waseda University



TUM Johnny/Lola

cx,y(t+�T ) = cx,yref
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TUM Johnny/Lola



Honda Asimo
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ToDaï H7 & Toyota

cx,y � mcz c̈x,y � L̇x,y

m(c̈z + gz)
�! px,y

i

cx,y(t+�T ) = cx,yref



Sony QRIO

min
X����c

x,y � cz

gz
c̈x,y � px,y

i

����
2

cx,y(t+�T ) = cx,yref , ċx,y(t+�T ) = 0



Predefined footsteps,
NO capturability 

constraint



Kawada HRP-2
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A korean variant
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Nao omniwalk
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EuroGraphics
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Adaptive footsteps



Nao’s future algorithm

cx,y � cz
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c̈x,y 2 conv {px,y
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}
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Walking without thinking 
about it



Vision feedback



Todaï

⇠x,y(t+�t) = ⇠x,yref



Todaï



Todaï



Key ingredients ?

• Viability & Capturability

• Artificial synergy synthesis

• Model Predictive Control



Boston Dynamics ?



Don’t want/have 
computing resources ?



Combining simple rules 
(MIT LegLab)

• Control vertical oscillations

• Control upper body attitude

• Adaptive step placement, «neutral position»



Combining simple rules 
(biomimetic)

• Central Pattern Generators (oscillators)

• Control upper body attitude

• Adaptive step placement



Motion and Force 
Control



Whole body motion

• Inverse Kinematics + joint control

• Virtual Model Control

• Task Function Approach

• Operational Space Control



CoM motion control
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CoM motion control

ċ = !(⇠ � c)

⇠̇x,y = !(⇠x,y � zx,y)

zx,y = cx,yref + k(⇠x,y � cx,yref )

⇠̇x,y = !(k � 1)(cx,yref � ⇠x,y)



Contact force control

• Damping oscillations

ż = !z(zd � z)

zx,y
d

= cx,yref + k(⇠x,y � cx,yref ) + k0(zx,y � cx,yref )



Contact force control



Numerical 
implementation



People who are really serious 
about software should make 

their own hardware.
Alan Kay

(invented Object Oriented Programming at Xerox PARC)



People who are really serious 
about control algorithms should 
make their own numerical solver.

Pierre-Brice Wieber
(invented not much yet at INRIA Grenoble)



Discretized trajectories

• Nishiwaki 2002 IROS: 52–104 samples over 
3 steps, 2.6–5.2 s / 50 ms

• Buschmann 2007 ICHR: 20–30 pieces of 
cubic spline over 3 steps ≈ 100 ms period

• Morisawa 2006 ICHR: 7 pieces of quartic 
or quintic + exponential over 2 steps ≈ 
300 ms



Discretized trajectories

• Takenaka 2009 IROS: 14 pieces of line + 
exponential over 2 steps ≈ 70–130 ms

• Pratt 2006 ICHR: 2 pieces of exponentials 
over 1 step



Discretized trajectories

• Van de Panne 1997 EG: 2 pieces of cubic 
spline over 2 steps

• Kajita 2003 ICRA: 320–640 pieces with 
constant jerk over 2–4 steps, 1.6–3.2 s / 5 
ms

• Herdt 2010 RSJAR: 16 pieces with constant 
jerk over 2 steps, 1.6 s / 100 ms



Discretized trajectories

• Like Kajita and Buschmann, let’s use cubic 
splines (piecewise constant jerk) for the 
CoM

• We can bound the overshoot of the CoP:

• 100 ms appears fair enough in this linear 

zx,y � zx,y
max

 1

8
c̈x,y
max

�t2 ⇡ gzkzx,y � cx,yk
max

8cz
�t2 ⇡ 1

2
�t2



Detailed formulas



Herdt 2010 RSJAR
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Detailed formulas
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Cost function

Fk+1 = Vk+1fk + V̄k+1F̄k+1
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Cost function
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Constraints on the CoP
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How to solve a 
Quadratic Program



Unconstrained
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Trivially constrained
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Active constraints



Computation time
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